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A list of some notation

G denotes a graph.

X ⊆ Y X is a subset of Y .
X ⊂ Y X is a proper subset of Y .
X − Y X \ Y , where Y ⊆ X.
X − a X − {a}, where a ∈ X.
X + Y X ∪ Y , where X ∩ Y = ∅.
X � Y (X ∪ Y ) − (X ∩ Y ).
|X | The number of elements in X.
V (G) The set of vertices of G.
E(G) The set of edges of G.
|G| The order of G = |V (G)|.
||G|| The size of G = |E(G)|.
degG(v) The degree of a vertex v in G.
NG(v) The neighborhood of v.
NG[v] NG(v) ∪ {v}.
NG(S)

⋃
x∈S NG(x).

EG(X, Y ) The set of edges of G joining X to Y .
eG(X, Y ) The number of edges of G joining X to Y .
Δ(G) The maximum degree of G.
δ(G) The minimum degree of G.
ω(G) The number of components of G.
odd(G) The number of odd components of G.
Odd(G) The set of odd components of G.
iso(G) The number of isolated vertices of G.
Iso(G) The set of isolated vertices of G.
κ(G) The connectivity of G.
λ(G) The edge connectivity of G.
α(G) The independence number of G.
α′(G) The edge independence number of G.
bind(G) The binding number of G.
tough(G) The toughness of G.
Kn = K(n) The complete graph of order n.
Kn,m = K(n, m) The complete bipartite graph of order n + m.
Pn The path of order n.
N The set of natural numbers = {1, 2, 3, . . .}.
Z The set of integers.
Z

+ The set of non-negative integers = {0, 1, 2, . . .}.



A list of some functions

S and T denote disjoint vertex subsets of a graph G.

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) − q(S, T )

=
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − f(x)) − q(S, T ),

where q(S, T ) denotes the number of components C of

G − (S ∪ T ) such that
∑

x∈V (C) f(x) + eG(C, T ) ≡ 1 (mod 2).

δ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T )

=
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − f(x))

γ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q∗(S, T )

=
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − g(x)) − q∗(S, T ),

where q∗(S, T ) denotes the number of components C of

G − (S ∪ T ) such that g(x) = f(x) for all x ∈ V (C) and∑
x∈V (C) f(x) + eG(C, T ) ≡ 1 (mod 2).

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T )

=
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − g(x))

∑
x∈V (C) f(x) + eG(C, T ) ≡ 1 (mod 2).

η(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q(S, T ),

where q(S, T ) denotes the number of components C of

G − (S ∪ T ) such that
∑

x∈V (C) f(x) + eG(C, T ) ≡ 1 (mod 2).
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Preface

Among the results in graph theory in the 18th century are Petersen’s re-
sults on graph factors and factorizations. Petersen’s Theorem states: Ev-
ery even regular graph is 2-factorable. He proved it to approach a problem
on Diophantine equations. Then he proved a second theorem. Every 2-
connected 3-regular graph has a 1-factor. This arose from a counterexample
he constructed to Tait’s ‘theorem’: Every 3-regular graph which has no leaf
is 1-factorable. This counterexample is the well-known Petersen graph. Pe-
tersen’s theorems are byproducts of attempts to address other things. Per-
haps Petersen himself had no inkling that these theorems would open the
door to a very promising area of graph theory.

Later came Hall’s Marriage Theorem, a result obtained when he was
studying the structure of subsets. Let G be a bipartite graph with bipartition
(A, B). Then G has a matching that saturates A if and only if |NG(S)| ≥ |S|
for all S ⊆ A. König’s Theorem followed: Every regular bipartite graph is
1-factorable. And then Tutte’s 1-Factor Theorem: A graph G has a 1-factor
if and only if odd(G − S) ≤ |S| for all S ⊂ V (G). These five theorems form
the foundation of the study of factors and factorizations.

König’s theorem was the result of a conscious effort to answer a graph
theory problem: Does every bipartite regular graph have a 1-factor? It seems
that, at that time, König already had a good idea of how graph factors could
be applied. In his paper “On graphs and their applications in determinant
theory and set theory”, he starts by saying “The following article deals with
problems from analysis situs, the theory of determinants and set theory.” He
then continues to say that in fact, the notion of a graph and its usefulness
as a method of representation actually relates these three disparate areas.

A second stage of development is marked by Tutte’s f -Factor Theorem:
Let G be a graph and f : V (G) → Z

+ = {0, 1, 2, 3, . . .}. Then G has an
f -factor if and only if for all disjoint subsets S and T of V (G),∑

x∈S

f(x) +
∑
x∈T

(degG−S(x) − f(x)) − q(S, T ) ≥ 0,
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where q(S, T ) denotes the number of components C of G− (S ∪ T ) such that∑
x∈V (C) f(x) + eG(C, T ) ≡ 1 (mod 2); and Lovász’s (g, f)-Factor Theorem:

Let G be a graph and g, f : V (G) → Z such that g(x) ≤ f(x) for all x ∈ V (G).
Then G has a (g, f)-factor if and only if for all disjoint subsets S and T of
V (G), ∑

x∈S

f(x) +
∑
x∈T

(degG−S(x) − g(x)) − q∗(S, T ) ≥ 0,

where q∗(S, T ) denotes the number of components C of G− (S ∪T ) such that
g(x) = f(x) for all x ∈ V (C) and

∑
x∈V (C) f(x) + eG(C, T ) ≡ 1 (mod 2).

Many subsequent theorems were proved based on these results.

A third stage of development began in the 1980’s and is marked by the
introduction of the notions of semi-regular factors and component factors.
Since that time, many substantial results have been obtained and much
progress has been made in this area. The results are detailed in this book.

As far as we know, there is no comprehensive book on factors and factor-
izations. This is one compelling reason for writing this book. Since we wrote
our survey paper entitled “Factors and Factorizations of Graphs” published
in Journal of Graph Theory, vol. 9 (1985), we collected and analyzed almost
all results in the area. In fact we started to write this book ten years ago.
On the occassion of KyotoCGGT2007, we made a special effort to complete
this version 1.

This book also chronicles the development of mathematical graph theory
in Japan, a development which began with many important results in factors
and factorizations of graphs.

This book has a number of desirable features:

1. It is comprehensive and covers almost all the results from 1980.

2. It is self-contained. One who wants to begin research in graph factors
and factorizations can confine himself to this one book to follow the
history and development of the area, and to find conjectures and open
problems.

3. Proof techniques are standardized. Whenever theorems could be proved
in a similar way we did so, although different methods of proof were
used when they first appeared.

4. Proofs are presented in their entirety for major theorems, even if they
are long. We suggest that the readers refer to various parts as needed.

5. Many detailed illustrations are given to accompany the proofs.



vii

6. It will be published in electronic form so that it is available to the
majority of researchers.

We are planning to publish a more polished version 2 adding two more chap-
ters ”Component Factors” and ”Spanning Trees”. So we will appreciate
comments from readers.

Frank Harary predicted that graph theory will grow so much that each
chapter of his book Graph Theory will eventually expand to become a book
on its own. He was right. This book is an expansion of his Chapter 9,
Factorization.

We also predict that the area of factors and factorizations will continue
to grow because of many applications to BIBD, Steiner Designs, Matching
Theory, OR, etc. that have been found.

The following references were very helpful to us during the preparation
of this book:

• Extremal Graph Theory, by Bela Bollobás, Academic Press, (1978)

• Combinatorial Problems and Exercises, by László Lovász, North-Holland,
(1979).

• Matching Theory, by László Lovász and Michael D. Plummer, Annals
of Discrete Mathematics 29, North-Holland, (1986).

• Lutz Volkmann, Regular graphs, regular factors, and the impact of
Petersen’s Theorems, Jber. d. Dt. Math.-Verein 97 (1995) 19–42.

• Lutz Volkmann, Graphen und Digraphen: Eine Einführung in die
Graphentheorie (Springer-Verlag) (1991).

• Mekkia Kouider and Preben D. Vestergaard, Connected factors in
graphs —– A survey, Graphs Combinatorics 21 (2005) 1–26.

• Michael D. Plummer, Graph factors and factorization: 1985–2003: A
survey, Discrete Mathematics 307 (2007) 791–821.

We would like to thank Haruhide Matsuda, Mari-Jo Ruiz, Lutz Volkmann
and our many friends, who work in factor theory, for their assistance in
making this book possible.

Jin Akiyama
Mikio Kano
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Basic Terminology

We introduce some graph theory definitions and notation which are needed
to discuss factor theory in graphs. A graph G consists of a vertex set
V (G) and an edge set E(G). Each edge joins two vertices, which are not
necessarily distinct. An edge joining a vertex x to a vertex y is denoted by
xy or yx. An edge xy with x = y is called a loop, that is, a loop is an edge
joining a vertex to itself. For two distinct vertices, usually there is at most
one edge joining them, but if there are two or more edges joining them, then
the graph is said to have multiple edges.

We can define three types of graphs as follows: A graph that may have
loops and multiple edges is called a general graph. A graph that has no
loops but may have multiple edges is called a multigraph. A graph having
neither loops nor multiple edges is called a simple graph (Figure 1). A
graph usually means one of these. The meaning can be understood from
the content. There are instances when it is not necessary to distinguish them.
In this book, we deal with these three types of graphs and each of them plays
an important role.

The number of vertices of a graph G is called the order of G and is
denoted by |G|. On the other hand, the number of edges of G is called the
size of G and is denoted by ||G||. For a set X, we denote the cardinality of
X by |X |. Then

|G| = |V (G)| = the order of G,

||G|| = |E(G)| = the size of G.

We consider only graphs of finite order, which are called finite graphs.
When there exists an edge e = xy joining x to y, we say that e is incident
with x and y and vice versa, and x and y are adjacent. Moreover, x and
y are called the endvertices of e. If two edges have a common endvertex,
then they are said to be adjacent. For a vertex v of a graph G, the number
of edges of G incident with v is called the degree of v in G and is denoted by
degG(v). Each loop incident with v contributes two to degG(v) (Figure 1 (a)).

The maximum degree among all vertices of G is called the maximum
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A loop

Multiple 

edges
3

1
5

4

36

6

(a) (b) (c)

Figure 1: (a) A general graph with order 7 and size 14, where numbers denote
the degrees of the vertices. (b) A multigraph. (c) A simple graph.

degree of G and denoted by Δ(G). The minimum degree, denoted by
δ(G), of G is defined symmetrically. If every vertex of a graph G has constant
degree r, then G is called an r-regular graph. A 3-regular graph is often
called an cubic graph.

A vertex of odd degree is called an odd vertex, and a vertex of even
degree is called an even vertex. Moreover a vertex of degree one is called a
leaf or pendant vertex, and the edge incident with an end vertex is called
pendant edge.

For two given graphs G and H , if there exists a bijection f : V (G) →
V (H) such that f(x) and f(y) are adjacent in H if and only if x and y are
adjacent in G, then we say that G and H are isomorphic and write G ∼= H .

The name of the following theorem arises from the fact that if each vertex
of a graph represents a person and each edge means that two persons shake
hands. Then the sum of degrees is the total number of hands shaken, which
is of course equal to twice the number of handshakes.

Theorem 1 (Handshaking Theorem) Let G be a general graph. Then
the sum of degrees of vertices of G is equal to twice the number of edges of
G. Namely, ∑

x∈V (G)

degG(x) = 2||G||.

Proof. Let

Ω = {(v, e) | v ∈ V (G), e ∈ E(G), v is incident with e.},

which is the set of pairs of vertices and incident edges. Since for every vertex
v exactly degG(v) edges are incident with v, the number of pairs (v, e) in Ω
with fixed v is degG(v), and since for each edge e exactly two vertices are
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incident with e, the number of pairs (v, e) in Ω with fixed e is two. Therefore

|Ω| =
∑

x∈V (G)

degG(x) = 2|E(G)| = 2||G||. �

Corollary 2 Every general graph has an even number of odd vertices.

Proof. Let G be a general graph, U the set of odd vertices and W the set
of even vertices. Then by the Handshaking Theorem, we have

2||G|| =
∑
x∈U

degG(x) +
∑
x∈W

degG(x)

0 ≡ |U | (mod 2).

Hence |U | is even. �

A graph H is called a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G).
For a vertex subset X ⊆ V (G), the subgraph of G whose vertex set is X and
whose edge set consists of the edges of G joining vertices of X is called the
subgraph of G induced by X and is denoted by 〈X〉G. A subgraph K
of G is called an induced subgraph of G if there exists a vertex subset
Y such that K = 〈Y 〉G. We write G − X for the subgraph of G induced
by V (G) − X, which is obtained from G by removing all the vertices in X
together with all the edges incident with vertices in X (Figure 2). For an
edge set Y ⊆ E(G), G − Y denotes the subgraph of G obtained from G
by removing all the edges in Y . A subgraph H of G called a spanning
subgraph of G if V (H) = V (G).

(1) (2)

X={s,u,x,y}

G

u

v

w

s t

x

y

hXiG

u

s

x

y

G - X

w

t

(3)

Figure 2: (1) A general graph G and its vertex subset X = {s, u, x, y}; (2) The
induced subgraph 〈X〉G; (3) The subgraph G − X.

For a given graph H , if a graph G has no induced subgraph isomorphic
to H , then we say that G is H-free. The star K1,3 is often called a claw,
and so a K1,3-free graph G is often called claw-free.
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We now give some important classes of simple graphs. Let G be a
simple graph. If any two distinct vertices of G are adjacent, then G is
called a complete graph. The complete graph of order n is written Kn

or K(n). If the vertex set of G is partitioned into m disjoint non-empty sub-
sets V (G) = X1 ∪ X2 ∪ · · · ∪Xm and any two vertices contained in distinct
subsets are adjacent, then G is called a complete m-partite graph. If
|Xi| = ni, 1 ≤ i ≤ m, then such a complete m-partite graph is denoted by
K(n1, n2, . . . , nm) or Kn1,n2,...,nm . In particular, K(n1, n2) = Kn1,n2 is called a
complete bipartite graph. The complete bipartite graph K(1, n) is called
the star of order n + 1. The path Pn consists of n vertices v1, v2, . . . , vn and
n− 1 edges vivi+1, 1 ≤ i ≤ n− 1, where the two vertices v1 and vn of degree
one are called the endvertices of Pn. The cycle Cn is obtained from the
path Pn by adding a new edge joining two endvertices of Pn.

K5
C4K(2,3,4) K2,3=K(2,3)

K1,3

P4

Figure 3: Some graphs.

For two graphs G and H , the union G ∪ H is the graph with vertex set
V (G) ∪ V (H) and edge set E(G) ∪ E(H), where V (G) ∩ V (H) = ∅. The
union G∪G is often denoted by 2G, and for any integer n ≥ 3, we inductively
define nG by (n − 1)G ∪ G. The join G + H denotes the graph with vertex
V (G) ∪ V (H) and edge set

E(G + H) = E(G) ∪ E(H) ∪ {xy | x ∈ V (G) and y ∈ V (H)},

i.e., G + H is obtained from G ∪ H by adding all the edges joining a vertex
of G to a vertex of H (Figure 4). For a simple graph G, the complement of
G, denoted by G, is the graph with vertex set V (G) such that two vertices
are adjacent in G if and only if they are non-adjacent in G, in particular,
G ∪ G = K|G|.

We introduce some notions concerning paths and cycles in a graph. A
walk in a graph G is a sequence of vertices and edges

(v0, e1, v1, e2, v2, . . . , vn−1, en, vn),
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G H G[H G+H3H G
_

Figure 4: The union, the join, and the complement.

such that every ei, 1 ≤ i ≤ n, is an edge joining vertices vi−1 and vi. We
say that this walk connects two vertices v0 and vn. Notice that a walk may
pass through some edges and some vertices twice or more. The length of a
walk is the number of edges appearing in it, and so the walk given above has
length n. A walk that passes through every its edge exactly once is called a
trail, and a walk that passes through every one of its vertices exactly once
is called a path. It is easy to see that every path is a trail, but a trail is not
always a path. We often denote a trail by a sequence (e1, e2, . . . , en) of edges
and a path by a sequence (v0, v1, . . . , vn) of vertices. If the initial vertex v0

and the terminal vertex vn of a walk are the same, then we say that such a
walk is closed. A closed trail is called a circuit, and a closed path is called
a cycle. A cycle of even length is called an even cycle. An odd cycle, an
even path and an odd path can be defined similarly.

df

h
g

1 2

4

5

6

8

10
a

c

11
13

b

3

7

9

G

Figure 5: A path (a, b, h, f, d) passing through 1; a cycle (b, h, f, d, c, b) passing
through 3; and a circuit (9, 6, 11, 10, 7, 3, 2).

A graph G is said to be connected if any two vertices are connected by
a path in G. If G is disconnected, that is, if G is not connected, then G is
decomposed into components that are the maximal connected subgraphs of
G. A connected simple graph having no cycle is called a tree, and a simple
graph having no cycle is called a forest. So each component of a forest is a
tree. A forest is called a linear forest if its all components are paths, and
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is called a star forest if its all components are stars.

Theorem 3 Every tree T has the following properties (Figure 6).
(i) ||T || = |T | − 1.
(ii) For every edge e not contained in T , T + e has a unique cycle, which
passes through e.
(iii) T has at lest two leaves.

T

e

Figure 6: A tree T with 6 leaves and and an edge e not contained in T .

κ(G)=2  and   λ(G)=3

x

y

a

b

c

X={x,y}

 T={a,b,c}G

Figure 7: A 2-connected and 3-edge connected graph G, for which G − X and
G − T are disconnected.

A connected graph G, which is not a complete graph, is k-connected if
for every vertex set X containing at most k−1 vertices, G−X is connected.
The connectivity of G is defined to be the maximum k for which G is
k-connected, and is denoted by κ(G). Hence if κ(G) = k, then for every
X ⊂ V (G) with |X | ≤ k − 1, G − X is connected and there exists a subset
S ⊆ V (G) with |S| = k such that G − S is not connected. The connectivity
of the complete graph Kn is defined to be n − 1, that is, κ(Kn) = n − 1.
We can analogously define edge connectivity as follows. A graph G is said
to be k-edge connected if for every edge set X containing at most k − 1
edges, G − X is connected. The edge-connectivity of G is defined to be
the maximum k for which G is k-edge connected, and is denote by λ(G)
(see Figure 7). The edge-connectivity of the complete graph Kn is n − 1 by
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the definition. It is easy to see that a connected multigraph G satisfies the
following inequality, which was found by Whitney [150].

κ(G) ≤ λ(G) ≤ δ(G).

Equality holds in cubic graphs.

Proposition 4 For a cubic multigraph G, it follows that κ(G) = λ(G).

The proof of the above lemma is left to the reader (see Figure 8).

w

u

v

u

v

κ(G)=λ(G)=1 κ(G)=λ(G)=2

Figure 8: Connected cubic multigraphs.

Let G be a connected graph. Then a vertex v is called a cut vertex if
G − v is not connected, and an edge e of G is called a bridge or cut edge
if G − e is not connected. For a disconnected graph, we can similarly define
a cut vertex and a bridge. More generally, a vertex subset S ⊂ V (G) of a
connected graph G is called a vertex cut if G − S is disconnected, and an
edge subset T ⊆ E(G) is called a edge cut if G − T is disconnected.

For two disjoint subsets X and Y of V (G), we denote the set of edges of
G joining a vertex of X to a vertex of Y by EG(X, Y ), and the number of
edges in EG(X, Y ) by eG(X, Y ), i.e.,

eG(X, Y ) = |EG(X, Y )| = the number of edges of G joining X to Y .

It is easy to see that a minimal edge cut T is expressed as

T = EG(X, Y ), where V (G) = X ∪ Y, X ∩ Y = ∅.

A graph G is called a bipartite graph if V (G) is partitioned into two
disjoint sets A ∪ B so that every edge of G joins a vertex of A to a vertex
of B. The two sets A and B are called partite sets and (A, B) is called
a bipartition of G. Thus a bipartite graph with bipartition (A, B) can be
regarded as a subgraph of K(|A|, |B|). Bipartite graphs plays an important
role throughout this book, and the following proposition is useful.
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Proposition 5 (König [89]) A multigraph G is a bipartite graph if and only
if every cycle of G has even length.

Proof. Suppose G is a bipartite graph with bipartition (A, B). Then every
cycle of G passes alternately through A and B, and thus its length must be
even.

Conversely, suppose that every cycle of G is of even length. We may
assume that G is connected since if G is disconnected, then its components
can be considered separately. Assume that G has two distinct vertices such
that there are two paths connecting them whose lengths are odd and even,
respectively. Choose such a pair (x, y) of vertices so that the sum of lengths
of such two paths connecting them is minimum. Let P1(x, y) and P2(x, y) are
such paths connecting x and y, whose length are odd and even respectively.
If P1(x, y) and P2(x, y) meet a vertex z on the way, then either P1(x, z)
and P2(x, z) or P1(z, y) and P2(z, y) have distinct parities of lengths, which
contradicts the choice of (x, y) since the sum of their lengths is shorter than
that of P1(x, y) and P2(x, y) (see Figure 9). Thus P1(x, y) and P2(x, y) do
not meet on the way, which implies that P1(x, y) + P2(x, y) forms a cycle of
odd length. This contradicts the assumption. Therefore, for any two distinct
vertices of G, the length of every path connecting them has the same parity.

x y
z

P1(x,y) P2(x,y)

Figure 9: A path P1(x, y) of odd length and another path P2(x, y) of even length.

Choose one vertex v of G, and define two vertex subsets of G as follows:
A = {x ∈ V (G) | There exists a path of even length connecting v to x },
B = {x ∈ V (G) | There exists a path of odd length connecting v to x }.
Then by the above argument, A∩B = ∅, and it is easy to see that every edge
of G joins A to B, and thus G is a bipartite graph with bipartition (A, B).
�

If a graph G can be drawn in the plane so that no two edges intersect
except at their endvertices, then G is called an planar graph, and the graph
drawn in the plane is called a plane graph (Figure 10). Note that a planar
graph can be drawn in different ways as a plane graph, and a plane graph G
means one of such plane graphs. For example the two plane G1 and G2 in
Figure 10 are isomorphic but different plane graphs.
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G3G1 G2

Figure 10: A plane graph G1 with five regions, whose vertex degrees are 3,3,5,6
and 7; another plane graph representation G2 of the same graph; and a maximal
planar graph G3.

Given a plane graph G in the plane, a region of G is a maximal portion
of the plane in which any two points can be joined by a curve that does not
cross any edge of G. The degree of a region R in G, denoted by degree(R),
is defined as the number of edges of G in the boundary of R. If a region of
G is not a triangle, we can add an edge to G so that the resulting graph is
still a plane graph. A planar graph is called a maximal planar graph if we
cannot add any new edge without violating the planarity (Figure 10). Hence
every region of a maximal planar graph is a triangle, and inversely, a plane
graph all of whose regions are triangles is a maximal planar graph.

By the same argument as in the proof of Handshaking Theorem, we obtain
the following.

Lemma 6 For a connected plane graph G, let Ω(G) be the set of regions of
G. Then ∑

R∈Ω(G)

degree(R) = 2||G||.

The following theorem is very important for planar graphs.

Theorem 7 (Euler’s Formula) For a connected plane graph G, let p = |G|,
q = ||G|| and r be the number of regions of G. Then

p − q + r = 2.

Proof. We prove the theorem by induction on ||G|| for all connected plane
graphs G of fixed order n ≥ 2. Since G is connected, a smallest such plane
graph is a tree. If G is a tree, then r = 1 and q = p − 1 by Theorem 3, and
so

p − q + r = p − (p − 1) + 1 = 2.
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Thus we may assume that G is not a tree. Then G has a cycle C. Let e be
an edge of C. Then G′ = G − e is a connected plane graph, and so by the
inductive hypotheses, we have

p′ − q′ − r′ = 2,

where p′ = |G′|, q′ = ||G′|| and r′ = the number of regions of G′. By
substituting p′ = p, q′ = q − 1 and r′ = r − 1 in the above equation, we have

p − (q − 1) + (r − 1) = p − q + r = 2,

which is the desired equation. Hence the theorem is proved. �

Using the above theorem, we can easily show the following theorem.

Theorem 8 Let G be a connected plane simple graph, and let p = |G| and
q = ||G||. Then
(i) q ≤ 3p − 6, where the equality holds if G is a maximal planar graph.
(ii) If G has no triangle, in particular, if G is a bipartite plane graph, then
q ≤ 2p − 4.

Proof. Let Ω be the set of regions of G. By the lemma, we obtain

3r ≤
∑
R∈Ω

degree(R) = 2||G|| = 2q.

Hence r ≤ (2q)/3. By substituting this into Euler’s Formula, we have

p − q +
2q

3
≥ 2.

Hence 3p− 6 ≥ q. If G has no triangle, then every region has degree at least
four, and so

4r ≤
∑
R∈Ω

degree(R) = 2||G|| = 2q.

This inequality together with Euler’s Formula implies 2p − 4 ≥ q. �

A vertex coloring of a graph G is an assignment of positive integers
1, 2, . . . , k to the vertices of G such that no two adjacent vertices have the
same number. Such a vertex coloring is sometimes called a proper vertex
coloring. If there exists a vertex coloring with k-colors, then we say G is
k-colorable. The minimum number k for which G is k-colorable is called
the chromatic number of G and is denoted by χ(G). Analogous definitions
for edges can be introduced as follows: An edge coloring of a graph G is
an assignment of positive integers 1, 2, . . . , k to the edges of G such that no
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two adjacent edges have the same number. Such an edge coloring is said to
be proper. We mainly consider proper edge colorings in this book. If
there exists a proper edge coloring with k-colors, then we say G is k-edge
colorable. The minimum number k for which G is k-edge colorable is called
the chromatic index of G and denoted by χ′(G). For edge coloring, the
following famous theorem holds.

Theorem 9 (Vizing [144]) A simple graph G can be properly edge colored
with Δ(G) + 1 colors. In particular, χ′(G) = Δ(G) or Δ(G) + 1.

We introduced connectivity and edge-connectivity to evaluate the strong-
ness of a graph. There are some other concepts which might evaluate the
strongness of a graph in a different point of view. We explain two of them
below.

The toughness of a connected non-complete graph G, denoted by tough(G),
is defined as

tough(G) = min

{ |X |
ω(G − X)

∣∣∣ ω(G − X) ≥ 2, ∅ �= X ⊆ V (G)

}
,

where ω(G−X) denotes the number of components of G−X. A graph G is
said to be t-tough if tough(G) ≥ t. Hence, if G is t-tough, then for a subset
S ⊂ V (G) with ω(G − S) ≥ 2, it follows that

ω(G − S) ≤ |S|
tough(G)

≤ |S|
t

.

The binding number bind(G) of a graph G, which was introduced by
Anderson [12], is defined by

bind(G) = min

{ |NG(X)|
|X |

∣∣∣ ∅ �= X ⊆ V (G), NG(X) �= V (G)

}
.

Thus for every subset ∅ �= S ⊂ V (G) with NG(S) �= V (G), it follows that
|NG(S)| ≥ bind(G)|S|.

We conclude this introduction with two results on circuits and cycles of
graphs. For a graph G, a circuit that passes through every edge of G precisely
once is called an Euler circuit of G. A graph having an Euler circuit is called
an Eulerian graph. On the other hand, a cycle that passes through every
vertex exactly once is called an Hamiltonian cycle. A graph having an
Hamiltonian graph is called an Hamiltonian graph. It is easy to see that
if a graph G is Hamiltonian, then tough(G) ≥ 1. So the non-existence of a
Hamiltonian cycle in G4 in Figure 11 is shown by 3 = ω(G4 −X) > |X | = 2
for a set X, which implies tough(G4) < 1.
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G2 G3 G4G1

Figure 11: An Eulerian multigraph G1, a non-Eulerian graph G2, a Hamiltonian
graph G3, and a non-Hamiltonian graph G4 with a set X consisting of two bold
vertices.

Theorem 10 A connected multigraph is Eulerian if and only if every its
vertex has even degree.

Proof. Assume that G has an Eulerian circuit C. We move along C and
remove an edge when we pass through it. Then for every vertex v, when
we pass through it, two edges incident with v are removed, and in the final
stage, all the edges incident with v are removed, and thus the degree of v is
even.

Conversely, assume that every vertex of G has even degree. Then we
prove that G has an Eulerian circuit by induction on ||G||. If ||G|| = 2,
then G consists of two vertices and two multiple edges joining them, and
so G has an Eulerian circuit. Assume that ||G|| ≥ 3. Since every vertex
has degree at least two, G has a cycle C. Every non-trivial component D
of G − E(C) has vertices of even degrees, where a non-trivial component
means a component having at least one edge. Hence by induction, D has
an Eulerian circuit Ecir(D). We arrange all the non-trivial components of
G−E(C) D1, D2, . . . , Dm in the order that C passes through at least one of
its vertices. Then we can obtain an Eulerian circuit of G as follows: Start at
a vertex w of C and go along C to reach a vertex v1 of D1, then pass through
Ecir(D1) and come back to v1 and go along C to reach a vertex v2 of D2,
then pass through Ecir(D2), and continue this procedure until we return to
w (see Figure 12 (1)). Then we can obtain a circuit that passes through all
the edges of G. �

We now give a well-known theorem about Hamiltonian cycles, where
alpha(G) denotes the cardinality of a maximum independent set of a graph
G.

Theorem 11 (Chvátal and Erdős, (1972)) Every connected simple graph G
with κ(G) ≥ α(G) is Hamiltonian unless G = K2.

Proof. Let k = κ(G). Then we may assume k ≥ 2 since α(G) = 1 implies



xxiii

D2

D3D1
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v1

v2

C

D

xi

xj
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yj
(1) (2)

u

x1 y1

w

Figure 12: (1) An Eulerian multigraph G; (2) a Hamiltonian graph G.

G = Kn with n ≥ 3. Let C be a longest cycle of G, which is considered
as a directed cycle. We may assume that C is not Hamiltonian. Since
δ(G) ≥ κ(G) = k, the length of C is at least k + 1 (see Exercise 2). Let D
be a component of G− V (C). Since κ(G) = k, there exist at least k distinct
vertices in C that are joined to D by edges of G. Denote these vertices
by x1, x2, . . . , xk (see Figure 12 (2)). Let yi be the vertex C immediately
following xi for all 1 ≤ i ≤ k. Then yi is not joined to D by an edge
of G since otherwise we can easily find a cycle longer than C, which is a
contradiction. Moreover, if any two distinct vertices yi and yj are adjacent
in G, then we can find a cycle longer than C which starts with a vertex u of
D adjacent to xj . It goes to xj , proceeds along C to yi, goes to yj, proceeds
along C to xi, goes to a vertex of D adjacent to xi, and then goes to u in
D. This contradicts the choice of C. Hence yi and yj are not adjacent in G.
Therefore {y1, y2, . . . , yk} ∪ {v}, v ∈ V (D) is an independent set of G with
cardinality k + 1, which contradicts α(G) ≤ κ(G) = k. �

Exercises

Exercise 1 Prove that if G is a connected cubic multigraph, then κ(G) =
λ(G).

Exercise 2 (i) Show that every simple graph with δ(G) ≥ 2 has a cycle.
(ii) Prove that every simple graph with δ(G) ≥ 2 has a cycle with length at
least δ(G) + 1.

Exercise 3 Prove Theorem 3.

Exercise 4 Let G be a connected graph and F be a spanning forest of G.
Show that the number of components of F is equal to |G| − ||F ||.
Exercise 5 Let G be a connected simple graph. Show that κ(G) ≤ λ(G) ≤
δ(G).
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Exercise 6 Find a 4-regular simple graph G with κ(G) = 2 and λ(G) = 4.

Exercise 7 Let r ≥ 2 be an integer. Prove that every connected r-regular
bipartite multigraph is 2-edge connected.

Exercise 8 Show that Lemma 6 holds.

Exercise 9 Prove that every connected graph G satisfies κ(G) ≥ 2·tough(G).

Exercise 10 Let G be a connected simple graph. Show that if bind(G) > 0,
then |NG(X)| ≥ |G| − (|G| − |X |)/bind(G) for all ∅ �= X ⊆ V (G).



Chapter 1

Matchings and 1-Factors

1.1 Matchings in Bipartite Graphs

In this section we investigate matchings in bipartite graphs and consider
results which will play an important role throughout this book. The reader
is referred to the book [108] by Lovász and Plummer for a more detailed
treatment of matchings.

Two edges of a general graph are said to be independent if they have
no common endvertex and none of them is a loop. A matching in a general
graph G is a set of pairwise independent edges of G (Figure 1.1).

In this chapter a bipartite simple graph is briefly called a bipartite
graph, and a bipartite graph which may have multiple edges is called a
bipartite multigraph. If M is a matching in a general graph G, then the
subgraph of G induced by M , denoted by 〈M〉G or 〈M〉, is the subgraph of
G whose edge set is M and whose vertex set consists of the vertices incident
with some edge in M . In particular, every vertex of 〈M〉 has degree one.
Thus it is possible to define a matching as a subgraph whose vertices all have
degree one, and we often regard a matching M as its induced subgraph 〈M〉.

Let M be a matching in a general graph G. Then a vertex of G is said to
be saturated or covered by M if it is incident with an edge of M ; otherwise,
it is said to be unsaturated or not covered by M . If every vertex of a
vertex subset U of G is saturated by M , then we say that U is saturated by
M . A matching with maximum cardinality is called a maximum matching.
A matching that saturates all the vertices of G is called a perfect matching
or a 1-factor of G (Figure 1.1). It is easy to see that a maximal matching,
which is a maximal set of independent edges, is not a maximum matching,
and a maximum matching is not a perfect matching. On the other hand, if
a matching in a bipartite graph saturates one of its partite sets, then it is

1



2 CHAPTER 1. MATCHINGS AND 1-FACTORS

M1 M2 M3

Figure 1.1: A maximal matching M1; a maximum matching M2; and a perfect
matching M3.

clearly a maximum matching.

For a matching M , we write

||M || = the size of 〈M〉 = the number of edges in M,

|M | = the order of 〈M〉 = the number of vertices saturated by M.

We first give a criterion for a bipartite multigraph to have a matching
that saturates one of its partite sets. Then we apply this criterion to some
problems on matchings in bipartite graphs.

The criterion mentioned above is given in the following theorem, which
was independently found by Hall (1935) and König (1931) and is called the
Marriage Theorem. This theorem plays an important role throughout this
book, and the proof given here is due to Halmos and Vaughan [54]. An
algorithm for finding a maximum matching in a bipartite graph will be given
in Algorithm 1.3.7.

Theorem 1.1.1 (Marriage Theorem, Hall [55], König, [90]) Let G be a
bipartite multigraph with bipartition (A, B). Then G has a matching that
saturates A if and only if

|NG(S)| ≥ |S| for all S ⊆ A. (1.1)

Proof. We first construct a bipartite graph H from the given bipartite
multigraph G by replacing all the multiple edges of G by single edges. Then
it is obvious that G has the desired matching if and only if H has such a
matching, and that G satisfies (1.1) if and only if H satisfies it. Therefore
we may assume that G itself has no multiple edges by considering H as the
given bipartite graph.
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A B

S NG(S)

A BM={    } G

Figure 1.2: A matching M that saturates A; S and NG(S).

Suppose that G has a matching M that saturates A (Figure 1.2). Then
for every subset S ⊆ A, we have

|NG(S)| ≥ |NM(S)| = |S|.
We next prove sufficiency by induction on |G|. It is clear that we may

assume |A| ≥ 2. We consider the following two cases.

Case 1. There exists ∅ �= S ⊂ A such that |NG(S)| = |S|.
Let H = 〈S ∪ NG(S)〉G and K = 〈(A − S) ∪ (B − NG(S))〉G be induced

subgraphs of G (Figure 1.3). It is clear that H satisfies condition (1.1), and
so H has a matching MH that saturates S by induction. For every subset
X ⊆ A − S, we have

|NK(X)| = |NG(X ∪ S)| − |NG(S)| ≥ |X ∪ S| − |S| = |X |.
Hence, by induction, K also has a matching MK that saturates A−S. There-
fore MH ∪ MK is the desired matching in G which saturates A.

Case 2. |NG(S)| > |S| for all ∅ �= S ⊂ A.

Let e = ab (a ∈ A, b ∈ B) be an edge of G, and let H = G − {a, b}.
Then for every subset ∅ �= X ⊆ A − {a}, by the assumption of this case, we
have

|NH(X)| ≥ |NG(X) \ {b}| > |X | − 1, (1.2)

which implies |NH(X)| ≥ |X |. Therefore H has a matching M ′ that saturates
A−{a} by induction. Then M ′+e is the desired matching in G. Consequently
the theorem is proved. �

If the edge set E(G) of a multigraph G is partitioned into its disjoint
1-factors E(G) = F1 ∪ F2 ∪ · · · ∪ Fr, where each Fi is a 1-factor of G, then
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S
NG(S)

X

A B

S
NG(S)

A-S B-NG(S)

X

NG(X)

H

KG

NK(X)

Figure 1.3: The induced subgraphs H and K.

we say that G is 1-factorable, and call this partition a 1-factorization of
G. It is trivial that if G is 1-factorable, then G is regular.

We now give some results on matchings in bipartite graphs, most of which
can be proved by making use of the Marriage Theorem. We begin with the
following famous theorem, which was obtained by König in 1916 before the
Marriage Theorem. However our proof depends on the Marriage Theorem.

Theorem 1.1.2 (König [89]) Every regular bipartite multigraph is 1-factorable,
in particular, it has a 1-factor (Figure 1.4).

Figure 1.4: A 3-regular bipartite multigraph and its 1-factorization.

Proof. Let G be an r-regular bipartite multigraph with bipartition (A, B).
Then |A| = |B| since r|A| = eG(A, B) = r|B|. For every subset X ⊆ A, we
have

r|X | = eG(X, NG(X)) ≤ r|NG(X)|,
and so |X | ≤ |NG(X)|. Hence by the Marriage Theorem, G has a matching
M saturating A, which must saturate B since |A| = |B|. Thus M is a 1-factor
of G.

It is obvious that G−M is a (r−1)-regular bipartite multigraph, and so it
has a 1-factor by the same argument as above. By repeating this procedure,
we can obtain a 1-factorization of G. �
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Lemma 1.1.3 (König [89]) Let G be a bipartite multigraph with maximum
degree Δ and let (A, B) be the bipartition of G such that |A| ≥ |B|. Then
there exists a Δ-regular bipartite multigraph which contains G as a subgraph
and one of whose bipartite sets is equal to A.

a

b
c

d

e

x
y

z

x
y

z

a

b
c

d

e

Figure 1.5: A bipartite multigraph and a regular bipartite graph containing it.

Proof. By adding |A| − |B| new vertices to B if |A| > |B|, we obtain a
bipartite graph with bipartition (A, B′) such that |A| = |B′|. Add new edges
joining vertices in A to vertices in B′ whose degrees are less than Δ, one at
a time until no new edge can be added. We show that by this procedure, we
get the desired Δ-regular bipartite multigraph.

Suppose that the bipartite multigraph H obtained in this way has a vertex
a ∈ A such that degH(a) < Δ. Then there exists a vertex b ∈ B′ such that
degH(b) < Δ because∑

x∈B′
degH(x) = eH(B′, A) =

∑
x∈A

degH(x) < Δ|A| = Δ|B′|.

Hence we can add a new edge ab to H , which is a contradiction. Therefore
every vertex of A has degree Δ in H , which implies that every vertex of
B′ has degree Δ as |A| = |B′|. Consequently, H is the desired Δ-regular
bipartite multigraph. �

The next corollary says that the chromatic index of a bipartite multigraph
G is equal to the maximum degree of G.

Corollary 1.1.4 (König [89]) Let G be a bipartite multigraph with maxi-
mum degree Δ. Then E(G) can be partitioned into E(G) = E1∪E2∪· · ·∪EΔ

such that each Ei (1 ≤ i ≤ Δ) is a matching in G.

Proof. By Lemma 1.1.3, there exists a Δ-regular bipartite multigraph
H which contains G as a subgraph. Then by Theorem 1.1.2, E(H) can be
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partitioned into 1-factors F1∪F2∪· · ·∪FΔ. It is obvious that Fi∩E(G) (1 ≤
i ≤ Δ) is a matching in G, and their union is equal to E(G). Therefore the
corollary holds. �

We now show some various properties of matchings in bipartite graphs.
Some of them are generalizations of the Marriage Theorem and some of them
give properties that only bipartite graphs possess.

Theorem 1.1.5 A bipartite multigraph G has a matching that saturates all
the vertices of degree Δ(G).

Proof. Let Δ = Δ(G). By Lemma 1.1.3, there exists a Δ-regular bipartite
multigraph H which contains G as a subgraph. Then by Theorem 1.1.2, H
has a 1-factor F . It is easy to see that F ∩ E(G) is a matching of G that
saturates all the vertices v of G with degree Δ since every edge of H incident
with v is an edge of G. �

Theorem 1.1.6 Let G be a bipartite multigraph with bipartition (A, B). If
|NG(S)| > |S| for all ∅ �= S ⊂ A, then for each edge e of G, G has a matching
that saturates A and contains e.

Proof. Let e = ab (a ∈ A, b ∈ B) be any edge of G, and H = G − {a, b}.
Then for every subset ∅ �= X ⊆ A − {a}, we have

|NH(X)| ≥ |NG(X) \ {b}| > |X | − 1,

which implies |NH(X)| ≥ |X |. Hence by the Marriage Theorem, H has a
matching M saturating A − {a}. Thus M + e is the desired matching of G
which saturates A and contains e. �

Theorem 1.1.7 Let G be a bipartite graph with bipartition (A, B) such that
|A| = |B|. Then the following three statements are equivalent.
(i) G is connected, and for each edge e, G has a 1-factor containing e.
(ii) For every subset ∅ �= X ⊂ A, |NG(X)| > |X |.
(iii) For every two vertices a ∈ A and b ∈ B, G − {a, b} has a 1-factor.

Proof. (i)⇒(ii) Suppose that |NG(Y )| ≤ |Y | for some subset ∅ �= Y ⊂ A.
Since G has a 1-factor F , we have |NG(Y )| = |Y | as |NG(Y )| ≥ |NF (Y )| =
|Y |. Since G is connected, G has an edge e joining a vertex in A − Y
to a vertex in NG(Y ). However there exists no 1-factor containing e since
|Y | = |NG(Y )|. This contradicts (i). Thus (ii) holds.

(ii)⇒(iii) Let H = G − {a, b} and X ⊆ A − {a}. Then

|NH(X)| = |NG(X) \ {b}| > |X | − 1,
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which implies |NH(X)| ≥ |X |. Hence H has a matching saturating A− {a},
which is obviously a 1-factor of H as |A − {a}| = |B − {b}|.
(iii)⇒(i) Let e = ab (a ∈ A, b ∈ B) be an edge of G. Since G − {a, b}
has a 1-factor F , G has a 1-factor F + e, which contains e. The proof of
connectivity will be left to the reader. �

Theorem 1.1.8 Suppose that a bipartite multigraph G with bipartition (A, B)
has a matching saturating A. Then there exists a vertex v ∈ A possessing
the property that every edge incident with v is contained in a matching in G
saturating A.

Proof. We prove the theorem by induction on |A|. It is clear that we may
assume |A| ≥ 2.

If |NG(X)| > |X | for all ∅ �= X ⊂ A, then each vertex in A has the
required property by Theorem 1.1.6. Hence we may assume that |NG(S)| ≤
|S| for some ∅ �= S ⊂ A. Since G has a matching saturating A, it follows
from the Marriage Theorem that |NG(S)| = |S|.

By the inductive hypothesis, the induced subgraph H = 〈S ∪ NG(S)〉G
has a vertex v ∈ S such that every edge of H incident with v is contained
in a matching in H saturating S (Figure 1.6). Note that every edge of G
incident with v is contained in H .

S NG(S)

|S|=|NG(S)|

H

A B

v S NG(S)

A B

M*={         }

Figure 1.6: A bipartite multigraph G and its subgraph H; A matching M in G
saturating A.

Let M be a matching in G saturating A, and MH be a matching in H
saturating S. Then it is easy to see that (M \ E(H)) ∪ MH is a matching
in G that saturates A. Therefore the vertex v in S has the desired property.
�

Proposition 1.1.9 Let G be a bipartite multigraph with bipartition (A, B)
such that |NG(X)| ≥ |X | for every X ⊆ A. If two subsets S, T ⊆ A satisfy
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|NG(S)| = |S| and |NG(T )| = |T |, then

|NG(S ∪ T )| = |S ∪ T | and |NG(S ∩ T )| = |S ∩ T |.

In particular, if such subsets exist, there exists a unique maximum subset
A0 ⊆ A such that |NG(A0)| = |A0|

Proof. Since NG(S∪T ) = NG(S)∪NG(T ) and NG(S)∩NG(T ) ⊇ NG(S∩T ),
we have

|NG(S ∪ T )| = |NG(S)| + |NG(T )| − |NG(S) ∩ NG(T )|
≤ |S| + |T | − |NG(S ∩ T )|
≤ |S| + |T | − |S ∩ T | = |S ∪ T |.

On the other hand, |NG(S∪T )| ≥ |S∪T | by the assumption. Hence |NG(S∪
T )| = |S ∪ T |, and also |NG(S ∩ T )| = |S ∩ T | by the above inequality. �

The following theorem is a generalization of the Marriage Theorem since
the subgraph H with f(x) = 1 given in the following theorem is nothing but
a matching.

Theorem 1.1.10 (Generalized Marriage Theorem ) Let G be a bipar-
tite graph with bipartition (A, B), and f : A → N be a function. Then G has
a subgraph H such that

degH(a) = f(a) for all a ∈ A, and (1.3)

degH(b) ≤ 1 for all b ∈ B (1.4)

if and only if

|NG(S)| ≥
∑
x∈S

f(x) for all S ⊆ A. (1.5)

Proof. We first assume that G has a subgraph H that satisfies (1.3) and
(1.4) (Figure 1.7). Then for every S ⊆ A, we have

|NG(S)| ≥ |NH(S)| =
∑
x∈S

degH(x) =
∑
x∈S

f(x).

Hence (1.5) holds.
In order to prove the sufficiency, we construct a new bipartite graph G∗

with bipartition A∗ ∪ B as follows: For every vertex v ∈ A, define f(v)
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v
w
x
y
z
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t

G
G*

A
A*

H={      }

Figure 1.7: A bipartite graph G and its subgraph H, where numbers denote f(v);
and G∗.

vertices v(1), v(2), . . . , v(f(v)) of A∗, and connect them to all the vertices of
NG(v) by edges (Figure 1.7). Then

|A∗| =
∑
x∈A

f(x) and NG∗(v(i)) = NG(v) for all v(i) ∈ A∗.

For every subset ∅ �= S∗ ⊆ A∗, let S = {x ∈ A | x(i) ∈ S∗ for some i}. Then
we have by (1.5)

|NG∗(S∗)| = |NG(S)| ≥
∑
x∈S

f(x) ≥ |S∗|.

Hence by the Marriage Theorem, G∗ has a matching M∗ that saturates A∗.
It is clear that the subgraph H of G induced by M∗ satisfies

degH(a) = f(a) for all a ∈ A, and degH(b) ≤ 1 for all b ∈ B.

Hence the theorem is proved. �

The next theorem gives a formula for the size of maximum matching of
a bipartite graph. Moreover, this formula includes the Marriage Theorem
as its corollary since |NG(S)| ≥ |S| for all S ⊆ A implies ||M || = |A| as
|∅| − |NG(∅)| = 0.

Theorem 1.1.11 (Ore [123]) Let G be a bipartite multigraph with biparti-
tion (A, B), and M a maximum matching in G. Then the size of M is given
by

||M || = |A| − max
S⊆A

{ |S| − |NG(S)| }.
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Proof. Let M be a maximum matching in G, d = maxS⊆A{|S| − |NG(S)|},
and X ⊆ A such that |X | − |NG(X)| = d. Then

||M || = |NM(A − X)| + |NM(X)|
≤ |A − X| + |NG(X)| = |A| − (|X | − |NG(X)|)
= |A| − d.

In order to prove the inverse inequality, we construct a new bipartite
multigraph H with bipartition (A, B ∪ D) from G by adding a new vertex
set D of d vertices and by joining every vertex of D to all the vertices of A
(Figure 1.8). Then for every ∅ �= S ⊆ A, since d ≥ |S| − |NG(S)|, we have

|NH(S)| = |NG(S)| + |D| = |NG(S)| + d ≥ |S|.
Hence H has a matching MH saturating A. Then MH ∩E(G) is a matching
in G that contains at least |A| − d edges. Therefore ||M || ≥ |A| − d, and the
theorem is proved. �

A B

D

NG(S)

H

S

Figure 1.8: A new bipartite multigraph H.

An induced matching of a general graph G is a matching that is an
induced subgraph of G, that is, an induced matching can be expressed as
〈U〉G for some vertex set U ⊆ V (G).

Theorem 1.1.12 (Liu and Xhou, [98]) Let G be a connected bipartite graph
with bipartition (A, B). Then the size of a maximum induced matching M of
G is given by

||M || = max{|X | | X ⊆ A such that NG(Y ) �= NG(X) for all Y ⊂ X}.

Proof. We say that a subset X ⊂ A has the property P if NG(Y ) �= NG(X)
for all Y ⊂ X. Let

k = max{|X| | X ⊆ A, X has the property P}.
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Let M be a maximum induced matching in G, and let AM and BM be the
sets of vertices of A and B, respectively, which are saturated by M . Since
M is an induced matching, we have EG(AM , BM) = M . Then for every
Y ⊂ AM , we have NG(Y ) �= NG(AM) since

|NG(Y ) ∩ BM | = |NM(Y )| = |Y | < |AM | = |NG(AM) ∩ BM |.

Hence ||M || = |AM | ≤ k.

We now show that ||M || ≥ k. We may assume k ≥ 2. Let S =
{a1, a2, . . . , ak} be a maximum subset of A that has the property P and
size k. Then NG(Y ) �= NG(S) for all Y ⊂ S. For every 1 ≤ i ≤ k, we
have NG(ai) �⊆ ∪j �=iNG(aj) by NG(S \ {ai}) �= NG(S), and so we can choose
bi ∈ NG(ai) \ ∪j �=iNG(aj). Then {aibi | 1 ≤ i ≤ k} is an induced matching
with k edges, which implies ||M || ≥ k. Consequently the theorem is proved.
�

It is remarkable that the following problem is NP-complete [26]: Is there
an induced matching of size k in a bipartite graph? For other results, we have
polynomial time algorithms, and some of them will be given in Section 1.3.

Exercises Recall that a bipartite graph means a bipartite simple
graph.

Exercise 1.1.1 In the proof of Theorem 1.1.1, show that H satisfies condi-
tion (1.1).

Exercise 1.1.2 Prove that if a tree, which is a bipartite graph, has a 1-
factor, then it has the unique 1-factor.

Exercise 1.1.3 Prove that if a tree has a 1-factor, then it consists of the
edges e such that the two components of T − e are of odd order.

Exercise 1.1.4 Prove that for every bipartite graph G with maximum degree
Δ, there exists a Δ-regular bipartite graph which contains G as a subgraph.
Note that (i) both G and H have no multiple edges and (ii) the two bipartite
sets of H might be bigger than those of G.

Exercise 1.1.5 Show that a bipartite graph G has at least Δ(G) distinct
maximum matchings, where two matchings M1 and M2 are said to be distinct
if M1 �= M2.
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Exercise 1.1.6 Prove the following theorem: Let G be a bipartite graph with
bipartition (A, B), and k ≥ 1 be an integer. Then G has a spanning subgraph
H such that

degH(a) = 1 for all a ∈ A, and

degH(b) ≤ k for all b ∈ B

if and only if

|NG(S)| ≥ |S|
k

for all S ⊆ A.

Exercise 1.1.7 Prove that a bipartite graph G has a matching having at
least ||G||/Δ(G) edges.

1.2 Covers and Transversals

In this section we discuss covers of bipartite graphs and transversals of family
of subsets. Some of the results are called min-max theorems because they
say that the minimum value of some invariant is equal to the maximum value
of another invariant.

When a vertex v is incident with an edge e, we say that v covers e and
vice versa. A vertex cover of a graph G is a set of vertices that cover all
the edges of G. A vertex cover of minimum cardinality is called a minimum
vertex cover, and its cardinality is denoted by β(G) (Figure 1.9). Similarly
an edge cover of a graph G is defined to be a set of edges that cover all
the vertices of G, and an edge cover with minimum cardinality is called a
minimum edge cover, and its cardinality is denoted by β ′(G).

Recall that a set of vertices of a graph G is said to be independent if no
two of its vertices are adjacent, and a set of edges of G is said to be inde-
pendent if no two of its edges have an endvertex in common, that is, a set
of edges is independent if and only if it forms a matching. We analogously
define a maximum independent vertex subset and a maximum in-
dependent edge subset of G, and denote their cardinalities by α(G) and
α′(G), respectively.

β(G) = the cardinality of a minimum vertex cover
β ′(G) = the cardinality of a minimum edge cover
α(G) = the cardinality of a maximum independent vertex subset
α′(G) = the cardinality of a maximum independent edge subset
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U={  } W={   } M={     }(1) (2) (3)

e

f

Figure 1.9: (1) A maximum independent vertex subset U ; (2) A minimum vertex
cover W = V (G) − U ; (3) A maximum matching M and a minimum edge cover
M + {e, f}.

Lemma 1.2.1 A vertex subset S of a simple graph G is independent if and
only if S = V (G) − S is a vertex cover. Moreover,

α(G) + β(G) = |G|.

Proof. Suppose that S is independent. Then no edge of G joins two vertices
of S, that is, for each edge e of G, at least one endvertex of e is contained in
S. Hence S is a vertex cover.

Conversely, if S is a vertex cover, then every edge is incident with a vertex
in S, which implies that no edge joins two vertices in S = V (G) − S, and
thus S is an independent vertex subset.

Moreover, from the above arguments, it follows that if S is a maximum
independent vertex subset, then S is a minimum vertex cover. Thus α(G) +
β(G) = |S| + |S| = |G|. �

The next theorem shows that a similar equality also holds for edges.

Theorem 1.2.2 (Gallai [51]) If a simple graph G has no isolated vertices,
then α′(G) + β ′(G) = |G|.

Proof. Let M be a maximum matching of G. For every vertex v of G
unsaturated by M , by adding one edge incident with v to M we can obtain
an edge cover which contains

||M || + |G| − 2||M || = |G| − ||M || = |G| − α′(G) edges.

Hence β ′(G) ≤ |G| − α′(G).
Conversely, if L is a minimum edge cover of G, then 〈L〉 is a spanning

subgraph of G and each component of 〈L〉 is a tree. Thus the number of
components of 〈L〉 is |G|− ||L||. By choosing one edge from each component
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of 〈L〉, we can obtain a matching, which contains |G| − ||L|| edges. Hence
α′(G) ≥ |G| − β ′(G). Consequently we have α′(G) + β ′(G) = |G|. �

It follows that for each edge e of a maximum matching in a graph G, at
least one endvertex of e must be contained in a vertex cover of G. Hence
α′(G) ≤ β(G). However, the equality α′(G) = β(G) does not hold in general
except for bipartite graphs.

A maximum matching M={      }

X NG(X)

A B

NG(X)
X

A vertex cover  W={     }=

Figure 1.10: A maximum matching and a minimum vertex cover in a bipartite
graph.

Theorem 1.2.3 (König [90]) In a bipartite graph G without isolated ver-
tices, we have α′(G) = β(G). Moreover this implies α(G) = β ′(G).

Proof. Since α′(G) ≤ β(G) as shown above, it suffices to prove α′(G) ≥
β(G).

Let (A, B) be a bipartition of G, and M a maximum matching in G. Let
X be a subset of A such that

|X | − |NG(X)| = max
S⊆A

{|S| − |NG(S)|},

and W = (A − X) ∪ NG(X). Then W is a vertex cover of G since G has no
edge joining X to B − NG(X) (Figure 1.10). By Theorem 1.1.11, we have

β(G) ≤ |W | = |A| − |X | + |NG(X)| = ||M || = α′(G).

Therefore the theorem is proved. �

A (0, 1)-matrix is a matrix all of whose entries are 0 or 1. The preceding
theorem leads to the following interesting property of (0, 1)-matrices.



1.2. COVERS AND TRANSVERSALS 15

M =

⎛
⎜⎜⎝

1 1 0 1© 1
0 1© 0 0 0
0 1 0 0 0
1 0 0 1 1©

⎞
⎟⎟⎠

|{©}| = 3
{1st row, 4th row, 2nd column}
contains all the 1-entries.

Figure 1.11: A (0, 1)-matrix M .

a1

a3

a2

a4

b2

b5

b3

b1

b4

Figure 1.12: The bipartite graph corresponding to the (0, 1)-matrix in Figure 1.11,
where α′(G) = |{a1b4, a2b2, a4b5}| = 3 and β(G) = |{a1, b2, a4}| = 3.

Theorem 1.2.4 (König-Egerváry [89], [44]) Let M = (mij) be a (0, 1)-matrix.
Then the maximum number of 1-entries of M no two of which lie on the same
row or column is equal to the minimum number of rows and columns which
contains all the 1-entries of M (Figure 1.11).

Proof. From the given n×m (0, 1)-matrix M = (mij), we construct a bipar-
tite graph G with bipartite sets A = {a1, a2, . . . , an} and B = {b1, b2, . . . , bm}
as follows:

aibj ∈ E(G) if and only if mij = 1. (Figure 1.12)

Then a set of 1-entries, no two of which lie on the same row or column,
corresponds to a matching of G, and a set of rows and columns which contains
all the 1-entries corresponds to a vertex cover of G. Therefore the theorem
follows from the previous Theorem 1.1.11. �

Let X be a finite set and F = {S1, S2, . . . , Sn} a family of subsets of X,
where S ′

is are not necessarily distinct. We say that F has a transversal if
there exists a set of n distinct elements of X, one from each Si. For example, a
family {{a, b, e}, {b}, {a, c, d}, {b, c}} of subsets of {a, b, c, d, e} has a transver-
sal {a, b, d, c}. On the other hand, a family {{a, b, e}, {b, c}, {c}, {b, c}} has
no transversal.

Theorem 1.2.5 (Hall [55]) A family F = {S1, S2, . . . , Sn} of subsets of X
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has a transversal if and only if

|
⋃
i∈I

Si| ≥ |I| for all I ⊆ {1, 2, . . . , n}. (1.6)

Proof. We prove only sufficiency since necessity is immediate. We construct
a bipartite graph G with partite sets {S1, S2, . . . , Sn} and X as follows: A
vertex Si is adjacent to a vertex x ∈ X if and only if x ∈ Si (Figure 1.13).
Then for every subset {Si | i ∈ I} of {S1, S2, . . . , Sn}, we have by (1.6)

|NG({Si | i ∈ I})| = |
⋃
i∈I

Si| ≥ |I|.

Hence G has a matching M saturating {S1, S2, . . . , Sn} by the Marriage The-
orem. Then we can obtain a transversal from M by taking the set of vertices
of X saturated by M . �

a
b
c
d
e

S2

S1

S4

S3

Figure 1.13: The bipartite graph corresponding to {S1 = {a, b, e}, S2 = {b}, S3 =
{a, c, d}, S4 = {b, c}}, and its matching saturating {S1, S2, S3, S4}.

Let X be a finite set and F = {S1, S2, . . . , Sn} and H = {T1, T2, . . . , Tn}
be two families of subsets of X. Then we say that F and H have a com-
mon transversal if there exist a set of n distinct elements of X that is
a transversal of both F and H, i.e., there exists a set {x1, x2, . . . , xn} of n
distinct elements of X such that xi ∈ Si ∩ T(i) for all 1 ≤ i ≤ n, where
{T(1), T(2), . . . , T(n)} is a rearrangement of H = {T1, T2, . . . , Tn}.

For example, {S ′
1 = S ′

2 = {a, b}, S ′
3 = {a, c, e}} and {T ′

1 = {b, c}, T ′
2 =

{e}, T ′
3 = {a, b, e}} have a common transversal {b, a, e}, where b ∈ S ′

1 ∩
T ′

1, a ∈ S ′
2 ∩ T ′

3 and e ∈ S ′
3 ∩ T ′

2. On the other hand, {S1 = S2 = {a, b}, S3 =
{a, c, e}} and {T1 = {b, c}, T2 = {b, d}, T3 = {c, d, e}} have transversals,
respectively, but do not have a common transversal. Let n = 3, I = {1, 2}
and J = {1, 2, 3}, and substitute these into the left and right sides of (1.7)
given in the following theorem, then

|(S1 ∪ S2) ∩ (T1 ∪ T2 ∪ T3)| = |{b}| = 1 < |I| + |J | − n = 2 + 3 − 3 = 2.

Hence the inequality (1.7) does not hold.
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Theorem 1.2.6 Let F and H be two families of subsets of a set X. Then
F and H have a common transversal if and only if for all subsets I and J of
{1, 2, . . . , n}, it follows that∣∣∣( ⋃

i∈I

Si

) ⋂ ( ⋃
j∈J

Tj

)∣∣∣ ≥ |I| + |J | − n. (1.7)

Proof. Let F = {S1, S2, . . . , Sn} and H = {T1, T2, . . . , Tn}. Assume that F
and H have a common transversal {x1, x2, · · · , xn}. Let I and J be subsets
of {1, 2, . . . , n}. We may assume that |I| + |J | > n since otherwise (1.7)
trivially holds. Then two sets {xr | xr ∈ Si, i ∈ I} and {xr | xr ∈ Tj, j ∈ J}
must have at least |I|+ |J | − n elements in common, and these elements are
contained in ( ⋃

i∈I

Si

) ⋂ ( ⋃
j∈J

Tj

)
.

Hence (1.7) holds.
In order to prove sufficiency, we construct a bipartite graph G with bi-

partite sets

A = {S1, S2, . . . , Sn} ∪ X and B = {T1, T2, . . . , Tn} ∪ X ′,

where X ′ = {x′ | x ∈ X}, as follows. Two vertices Si ∈ A and x′ ∈ X ′ are
joined by an edge if x ∈ Si. Similarly two vertices x ∈ X and Tj ∈ B are
joined by an edge if x ∈ Tj . Moreover, x ∈ X and x′ ∈ X ′ are joined by an
edge, and G has no more edges.

a b c d eS2S1 S3

a’ b’ c’ d’T2T1 T3 e’

G

Figure 1.14: The bipartite graph corresponding to two families of subsets.

For example, the bipartite graph G given in Figure 1.14 corresponds to
X = {a, b, c, d, e}, F = {S1 = S2 = {a, b}, S3 = {b, c, e}} and H = {T1 =
{a, c}, T2 = {d, e}, T3 = {a, b, e}}. Then G has a perfect matching, and these
two families have a common transversal {a, b, e} such that a ∈ S1 ∩ T1, b ∈
S2 ∩ T3 and e ∈ S3 ∩ T2.
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We first show that if the bipartite graph G has a perfect matching M ,
then F and H have a common transversal. If M contains an edge Sia

′
k (a′

k ∈
X ′), then M must contain an edge akTj (ak ∈ X) for some Tj , and thus
ak ∈ Si ∩ Tj . Hence it is easy to see that {ak | Sia

′
k ∈ M} forms a common

transversal of F and H. Note that if M contains an edge joining at ∈ X to
a′

t ∈ X ′, then this fact implies that at is not chosen to be an element of the
common transversal.

Let
P ⊆ {S1, S2, . . . , Sn} and Q ⊆ X.

Then P ∪ X ⊆ A. Put I = {i | Si ∈ P}, J = {j | Tj ∩ Q = ∅} and
Q′ = {x′ | x ∈ Q} ⊆ X ′. Hence Q′ ⊂ B and

(⋃
i∈I

Si

)′
\ Q′ ⊇

(⋃
i∈I

Si

)′
∩ (X ′ − Q′) ⊇

(⋃
i∈I

Si

)′
∩

(⋃
j∈J

Tj

)′
,

where (
⋃

i∈I Si)
′ and (

⋃
j∈J Tj)

′ denote the subsets of X ′ (Figure 1.15). There-
fore

|NG(P ∪ Q)| = |NG(P ) ∪ (NG(Q) ∩ X ′)| + |NG(Q) ∩ {T1, T2, . . . , Tn}|
=

∣∣∣(⋃
i∈I

Si

)′
∪ Q′

∣∣∣+ |{Tj | Tj ∩ Q �= ∅}|

≥
∣∣∣(⋃

i∈I

Si

)′
\ Q′

∣∣∣ + |Q′| + n − |J |

≥
∣∣∣(⋃

i∈I

Si

)′
∩
(⋃

j∈J

Tj

)′∣∣∣+ |Q′| + n − |J |

≥ |I| + |J | − n + |Q′| + n − |J | (by (1.7))

= |I| + |Q′| = |P | + |Q| = |P ∪ Q|.

Consequently, G has a matching M saturating A by the Marriage Theorem.
Since |A| = |B|, M is a perfect matching, and thus the proof is complete.
�

Exercises

Exercise 1.2.1 Let G be a simple graph without isolated vertices and with
maximum degree Δ(G). Show that

α(G) ≥ |G|
Δ(G) + 1

.
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P Q

Q’|J|

|R|=n-|J|

NG(P)

X

X’R

A

B

Figure 1.15: Illustration of Theorem 1.2.6; P = {Xi | i ∈ I}, J = {j | Tj∩Q = ∅},
and R = {Tj | Tj ∩ Q �= ∅}.

Exercise 1.2.2 Prove that a bipartite graph G has a 1-factor if and only if
α(G) = |G|/2.

Exercise 1.2.3 Verify Proposition 1.2.4 by the following matrix:

M =

⎛
⎜⎜⎝

0 1 0 1 1
0 1 1 0 0
0 0 0 0 0
1 0 0 1 1

⎞
⎟⎟⎠

Exercise 1.2.4 Let X = {a, b, c, d, e}, F = {{a, b, d}, {c, d}, {e}}, and H =
{{d}, {a, e}, {c, d}}. Then (i) Find a transversal of F . (ii) Find a transver-
sal of H. (iii) Show that F and H have common transversal.

1.3 Augmenting Paths and Algorithms

In this section we consider matchings in bipartite graphs by using alternating
paths instead of neighborhoods, which is a new approach to matchings and
useful for algorithms. For two edge subsets X and Y of a graph G, we define

X � Y = (X ∪ Y ) − (X ∩ Y ).

Lemma 1.3.1 Let M1 and M2 be matchings in a simple graph. Then each
component of 〈M1 � M2〉 is either (i) a path whose edges are alternately in
M1 and in M2, or (ii) an even cycle whose edges are alternately in M1 and
M2 (Figure 1.16).
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Proof. Let H = 〈M1 � M2〉 and v a vertex of H . Then 1 ≤ degH(v) ≤ 2,
and degH(v) = 2 implies that exactly one edge of M1 and one edge of M2

are incident with v. Hence each component C of H is a path or cycle, whose
edges are alternately in M1 and M2. In particular, if C is a cycle, it must be
an even cycle (see Figure 1.16). �

M1={       } M2={       } <M1ΔM2>

Figure 1.16: Matchings M1 and M2; and 〈M1 � M2〉.

Let M be a matching in a simple graph G. Then a path of G is called
an M-alternating path if its edges are alternately in M and not in M . If
both endvertices of an M-alternating path are unsaturated by M , then such
an M-alternating path is called an M-augmenting path.

For example, in the graph G shown in Figure 1.17, M = {a, b, c} is a
matching, (d, b, f, a) and (g, c, e) are M-alternating paths, and P = (d, b, e, c, g)
is an M-augmenting path, whose endvertices u and v are not saturated by
M . Furthermore, it is immediate that M �E(P ) = {a, d, e, g} is a matching
that contains ||M ||+1 edges and is larger than M . The next theorem states
a characterization of maximum matchings by using augmenting path.

ab
d

c
e f

g
ab

d
c

e f

g

M={      }(1) (2) MΔE(P)

vu

Figure 1.17: (1) A matching M = {a, b, c} and an M -augmenting path P =
(d, b, e, c, g); (2) M � E(P ).

Theorem 1.3.2 (Berge [17]) A matching M in a simple graph G is maxi-
mum if and only if there exists no M-augmenting path in G.

Proof. The contraposition of the statement, which we shall prove, is the
following: A matching M is not maximum if and only if there exists an
M-augmenting path in G.



1.3. AUGMENTING PATHS AND ALGORITHMS 21

Suppose that there is an M-augmenting path P in G. Then M � E(P )
is a matching which contains ||M || + 1 edges, and so M is not a maximum
matching.

We next assume that M is not a maximum matching in G. Let M ′ be a
maximum matching in G. Then by Lemma 1.3.1, 〈M �M ′〉 contains a path
P in which the number of edges in M ′ is greater than the number of edges
in M . Hence both end-edges of P are contained in M ′, which implies that P
is an M-augmenting path of G. �

By making use of M-alternating paths and M-augmenting paths, we can
obtain some properties of matchings in a graph and and an algorithm for
finding a maximum matching in a bipartite graph. We begins one basic
theorem and one result on a game played on a graph.

Theorem 1.3.3 For any matching M in a simple graph G, G has a maxi-
mum matching that saturates all vertices saturated by M .

Proof. Suppose M is not a maximum matching. By Theorem 1.3.2, G has
an M-augmenting path P . Then M � E(P ) is a matching which contains
||M || + 1 edges and saturates all the vertices saturated by M . Since a max-
imum matching can be obtained by repeating this procedure, we can find a
maximum matching that saturates all the vertices saturated by M . �

Proposition 1.3.4 Two players play a game on a connected simple graph G
by alternately selecting distinct vertices v1, v2, v3, . . . so that (v1v2v3 · · ·) forms
a path. The player who cannot select a vertex loses, that is, the player who
selects the last vertex wins (Figure 1.18). The second player has a winning
strategy if G has a perfect matching; otherwise the first player has a winning
strategy.

z

2

3

4

56
7

M={       }
1

Figure 1.18: A graph for which the first player can win, and its maximum match-
ing M .
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Proof. Assume that G has a perfect matching M . If the first player selects
a vertex x in his turn, then the second player selects a vertex which is joined
to x by an edge of M . Since M is a perfect matching, the second player can
always select such a vertex. Therefore he wins since the game is over in a
finite number of moves.

Next suppose that G has no perfect matching. Let M be a maximum
matching and z be a vertex unsaturated by M . The first player selects z in
the first turn, and if the second player selects a vertex y in his turn, then the
first player selects a vertex which is joined to y by an edge of M . Then the
vertices selected by the players form an M-alternating path P starting with
z. Since G has no M-augmenting paths by Theorem 1.3.2, the path P does
not pass through any other M-unsaturated vertices, which implies that the
first player can always select a vertex. Therefore the first player wins. �

If a matching M in a graph G saturates no vertex in a subset X ⊂ V (G),
then we say that M avoids X.

Theorem 1.3.5 Let A and B be vertex subsets of a simple graph G such
that |A| < |B|. Then
(i) If there exist two matchings, one saturating A and the other saturating
B, then there exists a matching that saturates A and at least one vertex in
B \ A.
(ii) If there exist two maximum matchings, one avoiding A and the other
avoiding B, then there exists a maximum matching that avoids A and at
least one vertex in B \ A.

Proof. We first prove (i). Let MA and MB be matchings in G which saturate
A and B respectively. If MA saturates one vertex in B \A, then MA itself is
the desired matching. Hence we may assume that MA avoids B \ A.

Consider 〈MA � MB〉. Then for every vertex b in B \ A, there exists a
path in 〈MA � MB〉 starting with b, which may end with a vertex in A \ B.
Since |A| < |B| and no path of 〈MA � MB〉 ends with a vertex in A ∩ B,
there exists a path P in 〈MA � MB〉 that starts with b1 ∈ B \ A and ends
with x �∈ A (Figure 1.19). Since P is an MA-alternating path connecting
b1 and x, MA � E(P ) is the desired matching in G, which saturates A and
b1 ∈ B \ A.

We next prove (ii). Let NA and Nb be maximum matchings in G which
avoid A and B respectively. We may assume that NA saturates B \ A since
otherwise NA itself is the desired matching. Then by the same argument
as above, there exists a NA-alternating path P in 〈NA � MB〉 starting with
a vertex b ∈ B \ A and ending with a vertex not contained in A. If both
end-edges of P are contained in NA, then NB � E(P ) is a matching with



1.3. AUGMENTING PATHS AND ALGORITHMS 23

||NB|| + 1 edges, contrary to the maximality of NB. Thus one end-edge of
P belongs to NB, and thus NA �E(P ) is the desired maximum matching in
G, which avoids A and b ∈ B \ A. �

A B

x
b1

MA={       } MB={       } NA={       } NB={       }

A
B

b

P

P

Figure 1.19: MA-alternating path P and NA-alternating path P .

Theorem 1.3.6 Let G be a bipartite graph with bipartition (A, B), and X ⊆
A and Y ⊆ B. If X and Y are saturated by matchings in G, respectively,
then G has a matching that saturates X ∪ Y .

Proof. Let MX and MY be matchings in G saturating X and Y , respectively.
We may assume that MX does not saturate Y since otherwise MX is the
desired matching.

e

y

A

B

X

Y

f

z

MX ={       ,      } MY ={       ,       }
 MX ∩    MY ={      }

Figure 1.20: A path P = (y, e, . . . , f, z) in H = 〈MX � MY 〉.

Let H = 〈MX � MY 〉, and choose a vertex y ∈ Y unsaturated by MX .
Then there exists a path P in H starting with y, which can be expressed as

P = (y, e, . . . , f, z), y, . . . , z ∈ V (H), e, · · · , f ∈ E(H),

where z is the other endvertex of P and e ∈ MY . It is obvious that the
vertices of P are alternately in B and A, and the edges of P are alternately
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in MY and MX . If z ∈ X, then the end-edge f of P must belong to MY ,
which contradicts the fact that X is saturated by MX (Figure 1.20). Hence
z �∈ X. Similarly, if z ∈ Y , then f ∈ MX , which contradicts the fact that Y
is saturated by MY . Therefore z �∈ X ∪ Y .

Thus MX � E(P ) is a matching that saturates V (〈MX〉) and y ∈ Y \
V (MX). By repeating this procedure, we can obtain the desired matching in
G, which saturates X ∪ Y . �

We now give an algorithm for finding a maximum matching in a bipartite
graph, which is often called the Hungarian Method.

Algorithm 1.3.7 (Hungarian Method) Let G be a bipartite graph with
bipartition (A, B). Then a maximum matching of G can be obtained by the
following procedure: Let M be any matching of G, and A0 = A \ V (〈M〉) be
the set of vertices in A unsaturated by M . Let B1 = NG(A0) ⊆ B and define

Ai = NM(Bi), Bi+1 = NG(Ai) \ (B1 ∪ B2 ∪ · · · ∪ Bi)

for every 1 ≤ i ≤ k until Bk+1 contains an M-unsaturated vertex or Bk+1 =
∅. If Bk+1 contains an M-unsaturated vertex, say bk+1, then we find an
M-augmenting path P joining bk+1 ∈ Bk+1 to a ∈ A0, and obtain a larger
matching M�E(P ) containing ||M ||+1 edges. We apply the above procedure
to M � E(P ). If Bk+1 = ∅, then M is the desired maximum matching.

A

B
M ={      }

A0 A1 A2

B3B1 B2

a

b
b

a1

An  M-agumenting path 
connecting b and a.

Figure 1.21: An Algorithm for finding a maximum matching in a bipartite graph;
and an improved algorithm.

Proof. It is easy to see that if Bk+1 contains a M-unsaturated vertex, then
we can find an M-augmenting path P , and get a larger matching M �E(P )
(Figure 1.21). Hence it suffices to show that if Bk+1 = ∅, then M is a
maximum matching.
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Suppose Bk+1 = ∅. Let X = A0∪A1∪· · ·∪Ak and Y = B1∪B2∪· · ·∪Bk.
Then NG(X) = Y and NM (Y ) = X−A0, and so |Y | = |NM(Y )| = |X−A0| =
|X | − |A0|. Hence

||M || = |A| − |A0| = |A| − (|X | − |Y |)
= |A| − (|X | − |NG(X)|) ≥ |A| − max

S⊆A
{|S| − |NG(S)|}.

By Theorem 1.1.11, this implies that M is a maximum matching of G. �

Of course, we can do the procedure given in the above Algorithm 1.3.7
for each vertex a ∈ A0 individually, that is, put B1(a) = NG(a) ⊆ B and
obtain

Ai(a) = NM(Bi(a)), Bi+1(a) = NG(Ai(a)) \ (B1(a) ∪ · · · ∪ Bi(a))

for every 1 ≤ i ≤ k until Bk+1(a) contains an M-unsaturated vertex or
Bk+1(a) = ∅. If Bk+1(a) contains an M-unsaturated vertex, then we can get
a larger matching than M . If Bk+1(a) = ∅, then we remove X = {a}∪A1(a)∪
· · ·∪Ak(a) and Y = B1(a)∪· · ·∪Bk(a) from G, and obtain G−(X ∪Y ), and
then apply the same procedure in G−(X∪Y ) for another vertex a′ ∈ A−{a}.

1.4 1-Factor Theorems

In this section we investigate matchings and 1-factors of graphs. Since a
1-factor contains neither loops nor multiple edges, we can restrict ourselves
to simple graphs when we consider 1-factors. So in this section, we mainly
consider simple graphs. However some results hold for multigraphs or general
graphs, and these generalization are useful and interesting. For example, ev-
ery 2-connected cubic simple graph has a 1-factor, but also every 2-connected
cubic multigraph has a 1-factor. Thus we occasionally consider multigraphs
and general graphs.

A criterion for a graph to have a 1-factor was obtained by Tutte [138]
in 1947 and is one of most important results in factor theory. It is called
the 1-Factor Theorem. We begin with this theorem. The proof presented
here is due to Anderson [11] and Mader [110]. Tutte’s original proof uses the
Pfaffian of a matrix. Other proofs of 1-Factor Theorem are found in Hetyei
[58] and Lovász [106].

After the 1-Factor Theorem, we discuss some other criteria for graphs
to have 1-factors with given properties or for some special graphs to have
1-factors, for example, a criterion for a graph to have a 1-factor containing
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any given edge and a criterion for a tree to have a 1-factor, which is much
simpler than the criterion given in the 1-Factor Theorem.

For a vertex subset X of G and a subgraph R of G−X, we simplify nota-
tion by denoting EG(V (R), X) and eG(V (R), X) by EG(R, X) and eG(R, X),
respectively. A component of a graph is said to be odd or even according
to whether its order is odd or even. For a graph G, Odd(G) denotes the set
of odd components of G, and odd(G) denotes the number of odd components
of G, that is,

odd(G) = |Odd(G)| = the number of odd components of G.

Lemma 1.4.1 Let G be a general graph and S ⊆ V (G). Then

odd(G − S) + |S| ≡ |G| (mod 2). (1.8)

In particular, if G is of even order, then

odd(G − S) ≡ |S| (mod 2), (1.9)

and odd(G − v) ≥ 1 for every vertex v.

Proof. Let C1, C2, . . . , Cm be the odd components of G − S, and D1, D2,
. . . , Dr the even components of G − S, where m = odd(G − S). Then

|G| = |S| + |C1| + · · ·+ |Cm| + |D1| + · · ·+ |Dr| ≡ |S| + m (mod 2).

Hence (1.8) holds. (1.9) is an immediate consequence of (1.8). �

Before giving the 1-factor Theorem, we give a remark. A matching of a
general graph contains no loops, and so does a 1-factor. Then a 1-factor of
a general graph is a spanning subgraph with all vertices degree one. Thus it
is obvious that a general G has a 1-factor if and only if its underlying graph
has a 1-factor, where the underlying graph of G is a simple graph obtained
from G by removing all the loops and, for every pair of adjacent vertices,
by replacing the multiple edges joining them by a single edge. Therefore
essential part of the following 1-factor Theorem is that the theorem holds for
simple graphs.

Theorem 1.4.2 (1-Factor Theorem, Tutte [138]) A general graph G has
a 1-factor if and only if

odd(G − S) ≤ |S| for all S ⊂ V (G). (1.10)
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Proof. As we remark above, we may assume that a given general graph G
is a simple graph. Assume that G has a 1-factor F . Let ∅ �= S ⊆ V (G), and
C1, C2, . . . , Cm be the odd components of G − S, where m = odd(G − S).
Then for every odd component Ci of G− S, there exists at least one edge in
F that joins Ci to S (Figure 1.22). Hence

odd(G − S) = m ≤ eF (C1 ∪ C2 ∪ · · · ∪ Cr, S) ≤ |S|.

Even
components

S

1-factor F={       }      

CmOdd components

may be an edge of F.

C1

Figure 1.22: For every odd component Ci of G − S, at least one edge of F joins
Ci to S.

We now prove sufficiency by induction on |G|. By setting S = ∅, we
have odd(G) = 0, which implies that each component of G is even. If G is
not connected, then every component of G satisfies (1.10), and so it has a
1-factor by the inductive hypothesis. Hence G itself has a 1-factor. Therefore
we may assume that G is connected and has even order.

It follows from the above Lemma 1.4.1 and (1.10) that odd(G − {v}) =
|{v}| = 1. Let S be a maximal subset of V (G) with the property that
odd(G − S) = |S|. Then ∅ �= S ⊂ V (G) and

odd(G − R) < |R| for all S ⊂ R ⊆ V (G). (1.11)

Claim 1. Every component of G − S is of odd order.

Suppose that G−S has an even component D. Let v be a vertex of D. Then
by Lemma 1.4.1, D − v has at least one odd component, and so

odd(G − (S ∪ {v})) = odd(G − S) + odd(D − v) ≥ |S| + 1,

which implies odd(G− (S ∪{v})) = |S ∪{v}| by (1.10). This contradicts the
maximality of S. Hence Claim 1 holds.
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Claim 2. For any vertex v of each odd component C of G− S, C − v has a
1-factor.

Let C be an odd component of G − S, and v a vertex of C. Then for every
subset T ⊆ V (C − v), we have by (1.11)

|S| + 1 + |T | > odd(G − (S ∪ {v} ∪ T ))

= odd(G − S) − 1 + odd(C − ({v} ∪ T ))

= |S| − 1 + odd((C − v) − T ).

Thus odd((C − v) − T ) < |T | + 2, which implies odd((C − v) − T ) ≤ |T |
by (1.9). Hence C − v has a 1-factor by the induction hypothesis, and thus
Claim 2 is proved.

Let C1, C2, . . . , Cm be the odd components of G−S, where m = odd(G−
S) = |S|. We construct a bipartite graph B with partite sets {C1, C2, . . .
, Cm} and S as follows: a vertex x of S and Ci are joined by an edge of B if
and only if x and Ci are joined by an edge of G (Figure 1.23).

S

C4C3 C5
C1

C2

C4

C3

C5

C1
C2

S

B

X

NB(X)

Figure 1.23: G − S and the bipartite graph B.

Claim 3. The bipartite graph B has a 1-factor.

It follows that |NB(S)| = |{C1, C2, . . . , Cm}| = |S| since G is connected.
Assume that |NB(X)| < |X | for some ∅ �= X ⊂ S. Then every vertex
Ci ∈ {C1, C2, . . . , Cm} −NB(X) is an isolated vertex of B − (S −X), which
implies Ci is an odd component of G − (S − X), and thus we obtain

odd(G − (S − X)) ≥ |{C1, C2, . . . , Cm} − NB(X)| > m − |X | = |S − X|.

This contradicts (1.10). Therefore |NB(X)| ≥ |X | for all X ⊆ S, and so by
the Marriage Theorem, B has a matching K saturating S. Since m = |S|,
K must saturate {C1, C2, . . . , Cm}, and thus K is a 1-factor of B.
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For every edge xiCi of K, choose a vertex vi ∈ V (Ci) that is adjacent to
xi in G, and take a 1-factor F (Ci) of Ci − vi, whose existence is guaranteed
by Claim 2. Therefore we obtain the following desired 1-factor of G:(

F (C1) ∪ · · · ∪ F (Cm)
)

∪ {xivi | xiCi ∈ K, xi ∈ S, vi ∈ V (Ci), 1 ≤ i ≤ m}.

Consequently the theorem is proved. �

A graph G is said to be factor-critical if G − v has a 1-factor for every
vertex v of G (Figure 1.24). It is easy to see that if G is factor-critical, then
G is of odd order, connected and not a bipartite graph. The proof of this
statement is left to the reader (Exercise 1.4.3).

Figure 1.24: Factor-critical graphs.

Theorem 1.4.3 A simple graph G of even order has a 1-factor if and only
if for every subset S of V (G), the number of factor-critical components of
G − S is less than or equal to |S|.

Proof. Necessity follows immediately from the 1-Factor Theorem since
every factor-critical component of G − S is an odd component of G − S.

We now prove sufficiency. Suppose that G satisfies the condition in the
theorem, but has no 1-factor. Then by the 1-Factor Theorem, there exists a
subset ∅ �= X ⊆ V (G) such that odd(G−X) > |X |, which implies X �= V (G).
Take a maximal subset ∅ �= S ⊂ V (G) such that odd(G − S) > |S|. Then

odd(G − Y ) ≤ |Y | for all S ⊂ Y ⊆ V (G). (1.12)

We first show that G−S has no even component, since otherwise for a vertex
v of an even component of G − S, we have by Lemma 1.4.1

odd(G − (S ∪ {v})) ≥ odd(G − S) + 1 > |S| + 1 = |S ∪ {v}|,

contrary to (1.12). We shall next show that every odd component of G − S
is factor-critical. Let C be an odd component of G − S, and v any vertex of
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C. Then for every T ⊆ V (C − v), (1.12) implies

|S| + 1 + |T | ≥ odd(G − (S ∪ {v} ∪ T ))

= odd(G − S) − 1 + odd(C − ({v} ∪ T ))

> |S| − 1 + odd((C − v) − T ).

Hence odd((C − v)− T ) < |T |+ 2, which implies odd((C − v)− T ) ≤ |T | by
(1.9). Therefore C − v has a 1-factor by the 1-Factor Theorem, and so C is
factor-critical. Consequently we obtain

the number of factor-critical components of G − S = odd(G − S) > |S|.
This contradicts the assumption, and thus the theorem is proved. �

Theorem 1.4.4 (Amahashi [9]) A tree T of even order has a 1-factor if and
only if odd(T − v) = 1 for every vertex v of T .

Proof. Suppose that T has a 1-factor F . Then for every vertex v of T , let
w be the vertex of T joined to v by an edge of F . Then the component of
T − v containing w is odd, and all the other components of T − v are even
(Figure 1.25. Hence odd(T − v) = 1.

Suppose that odd(T − v) = 1 for every v ∈ V (T ). It is obvious that for
each edge e of T , T − e has exactly two components, and both of them are
simultaneously odd or even. Define the edge-induced subgraph F of T as
follows:

F = 〈{e ∈ E(T ) | odd(T − e) = 2}〉T .

For every vertex v of T , there exists exactly one edge e that is incident with
v and satisfies odd(T − e) = 2 since T − v has exactly one odd component,
where e is the edge joining v to this odd component (Figure 1.25). Therefore
e is an edge of F , and thus F is a 1-factor of G. �

v e
odd

even

evenv w

Figure 1.25: A tree having a 1-factor, and a tree T satisfying odd(T − v) = 1.

We now give a variety of criteria for graphs to have 1-factors possessing
some given properties. The following theorem was obtained by Little, Grant
and Holton [96]. A graph G is said to be 1-factor covered if for every edge e,
G has a 1-factor containing e [95].
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Theorem 1.4.5 Let G be a simple graph. Then for every edge e of G, G
has a 1-factor containing e if and only if

odd(G − S) ≤ |S| − ε1 for all S ⊂ V (G), (1.13)

where ε1 = 2 if 〈S〉G contains an edge; otherwise ε1 = 0.

Proof. We first prove necessity. Let S ⊆ V (G). Then odd(G − S) ≤ |S|
by the 1-Factor Theorem. Assume that 〈S〉G contains an edge, say e =
xy (x, y ∈ S). Since G has a 1-factor F containing e, for each odd component
C of G − S, there exists an edge in F joining C to a vertex in S − {x, y},
and hence

odd(G − S) ≤ eF (G − S, S − {x, y}) ≤ |S − {x, y}| = |S| − 2.

We next prove sufficiency. Let e = xy (x, y ∈ V (G)) be any edge of G.
We shall show that G − {x, y} has a 1-factor, which obviously implies that
G has a 1-factor containing e = xy.

Let S ⊆ V (G) − {x, y}. Since 〈S ∪ {x, y}〉G contains an edge e, we have

odd((G − {x, y}) − S) = odd(G − (S ∪ {x, y})) ≤ |S ∪ {x, y}| − 2 = |S|.
Therefore G − {x, y} has a 1-factor by the 1-Factor Theorem. �

An edge e of a connected graph G is called an odd-bridge if e is a bridge
of G and G − e consists of two odd components, in particular, such a graph
G has even order. The next theorem was obtained by C. Chen [27], [29].

Theorem 1.4.6 Let G be a connected graph. Then for every edge e of G, G
has a 1-factor excluding e if and only if

odd(G − S) ≤ |S| − ε2 for all S ⊂ V (G), (1.14)

where ε2 = 2 if G − S has a component containing an odd-bridge; otherwise
ε2 = 0.

Proof. We first prove necessity. Let S ⊆ V (G). Then odd(G− S) ≤ |S| by
the 1-Factor Theorem. Assume that G − S has a component D containing
an odd-bridge e. Consider a 1-factor F of G excluding e. Then for each
odd component C of G − S, F contains at least one edge joining C to S.
Furthermore, for each odd component C ′ of D − e, at least one edge of F
joins C ′ to S. Hence

odd(G − S) + 2 ≤ eF (G − S, S) ≤ |S|.
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Consequently, (1.14) holds.

Conversely, assume that G satisfies (1.14). We shall show that for any
edge e of G, G−e has a 1-factor, which is of course a 1-factor of G excluding
e. Let S ⊆ V (G− e) = V (G). If e is an odd-bridge of an even component of
G − S, then odd(G − e − S) = odd(G − S) + 2; otherwise odd(G − e − S) =
odd(G − S). For example, if e joins S to V (G) − S, then odd(G − e − S) =
odd(G − S), and if e joins two vertices of an odd component C of G − S,
then C − e has exactly one odd component, which may be C − e, and so
odd(G − S − e) = odd(G − S). Therefore

odd((G − e) − S) = odd(G − S − e) = odd(G − S) + ε2 ≤ |S|.

Hence G − e has a 1-factor. �

Theorem 1.4.7 (Corollary 1.6 of [20]) Let G be a simple graph and W a
subset of V (G). Then G has a matching that saturates W if and only if

odd(G − S|W ) ≤ |S| for all S ⊆ V (G), (1.15)

where odd(G − S|W ) denotes the number of those odd components of G − S
whose all vertices are contained in W (Figure 1.26).

W

G
C

W

S

Kn

WG

(1) (2) (3)

C

M={       }

D

H

Figure 1.26: (1) A matching M saturating W ; (2) Each odd component C of
G − S is counted in odd(G − S|W ) but not an odd component D of G − S; and
(3) the graph H.

Proof. Assume that G has a matching M which saturates W . Then for
every odd component C of G− S such that V (C) ⊆ W , at least one edge of
M joins C to S. Thus odd(G − S|W ) ≤ eM(V (G) − S, S) ≤ |S|.

We next prove sufficiency. By the 1-Factor Theorem, we may assume
that W is a proper subset of V (G), and so V (G)−W �= ∅. Let n = |G|. We



1.4. 1-FACTOR THEOREMS 33

construct a new graph H from G by adding the complete graph Kn and by
joining every vertex in V (G)−W to every vertex of Kn (Figure 1.26). Then
H has even order, and it is easy to see that G has a matching saturating W
if and only if H has a 1-factor.

Let X ⊆ V (H). If V (Kn) ⊆ X, then odd(H − X) ≤ |G| ≤ |X |. If
V (Kn) �⊆ X, then since V (H) − (X ∪ W ) is contained in a component of
H − X, we have by (1.15) that

odd(H − X) ≤ odd(G − (V (G) ∩ X)|W ) + 1 ≤ |V (G) ∩ X| + 1 ≤ |X | + 1,

which implies odd(H − X) ≤ |X | by (1.9). Therefore H has a 1-factor, and
thus G has the desired matching, which saturates W . �

For a graph G, maxS⊆V (G){odd(G− S)− |S|} is called the deficiency of
G. This concept is introduced in the next theorem.

Theorem 1.4.8 (Berge [18]) Let M be a maximum matching in a simple
graph G. Then the number |M | of vertices saturated by M is given by

|M | = |G| − max
S⊆V (G)

{odd(G − S) − |S|}. (1.16)

Proof. The proof given here is due to Bollobás [20]. Let

d = max
S⊆V (G)

{odd(G − S) − |S|},

and T a subset of V (G) such that odd(G−T )−|T | = d. Then odd(G−X)+d ≤
|X | for every X ⊂ V (G).

We first show |M | ≤ |G|−d. Let M be a maximum matching of G. Then
for any odd component C of G−T , if V (C) is saturated by M , then at least
one edge of M joins C to T (Figure 1.27). Thus at least odd(G−T )−|T | = d
odd components of G − T are not saturated by M , which implies |M | ≤
|G| − d.

In order to prove the inverse inequality, we construct the join H = G+Kd,
where Kd is the complete graph of order d. Then for every ∅ �= Y ⊆ V (H),
if V (Kd) �⊆ Y , then odd(H − Y ) ≤ 1 ≤ |Y |; and if V (Kd) ⊆ Y , then

odd(H − Y ) = odd(G − (V (G) ∩ Y )) ≤ |V (G) ∩ Y | + d = |Y |.
Hence H has a 1-factor F by the 1-Factor Theorem. Then F ∩ E(G) =
F − V (Kd) is a matching of G and saturates at least |G| − d vertices. This
which implies |M | ≥ |F ∩ E(G)| ≥ |G| − d. Consequently the theorem is
proved. �

Exercises
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Kd

G

(1) (2)M={       } H=G+Kd

T

d

G-T

C

Figure 1.27: (1) At least odd(G − T ) − |T | = d vertices are not saturated by M ;
(2) The graph H = G + Kd.

Exercise 1.4.1 Describe infinitely many of non-bipartite graphs that have
no 1-factors and satisfy |NG(S)| ≥ |S| for all S ⊂ V (G).

Exercise 1.4.2 Deduce the Marriage Theorem (Theorem 1.1.1) from the 1-
Factor Theorem (Theorem 1.4.2).

Exercise 1.4.3 Prove that a factor-critical graph is connected, is of odd or-
der and is not a bipartite graph.

Exercise 1.4.4 Let S be a maximal vertex subset of a graph G such that
odd(G − S) − |S| = maxX⊆V (G){odd(G − X) − |X |}. Then prove that every
component of G − S is factor-critical.

1.5 Graphs Having 1-Factors

We shall show some classes of graphs that have 1-factors, and give some
results on the sizes of maximum matchings. Among the results, the following
is well-known: every (r−1)-edge connected r-regular graph of even order has
a 1-factor that contains any given edge.

When we consider r-regular graphs or n-edge connected graphs, r and n
always denote positive integers. The next lemma is useful when we prove the
existence of 1-factors in regular graphs.

Lemma 1.5.1 Let r ≥ 2. Let G be an r-regular general graph, and S a
vertex subset of G. Then for every odd component C of G − S,

eG(C, S) ≡ r (mod 2), (1.17)

that is, eG(C, S) and r have the same parity. In particular, if G is an (r−1)-
edge connected r-regular multigraph, then eG(C, S) ≥ r (Figure 1.28).
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Proof. Since |C| is odd, the congruence (1.17) follows from

r ≡ r|C| =
∑

x∈V (C)

degG(x) = eG(C, S) + 2||C|| ≡ eG(C, S) (mod 2),

where ||C|| denotes the size of C (Figure 1.28). If G is an (r − 1)-edge
connected r-regular multigraph, then eG(C, S) ≥ r− 1, and so by combining
this inequality and (1.17), we have eG(C, S) ≥ r. �

CS

Figure 1.28: A 2-edge connected 3-regular multigraph G and an odd component
C of G − S.

The next theorem, obtained by Petersen in 1891, is one of the oldest theo-
rems on factors of graphs, and many researches were undertaken to generalize
this result.

Theorem 1.5.2 (Petersen [126]) Let G be a connected 3-regular general
graph such that all the bridges of G, if any, are contained in a path of G.
Then G has a 1-factor (Figure 1.29). In particular, every 2-edge connected
3-regular multigraph has a 1-factor (Figure 1.29).

(1)

(2)
(3)

Figure 1.29: (1) A 3-regular general graph having a 1-factor; (2) A 2-edge con-
nected 3-regular multigraph having a 1-factor; and (3) A 3-regular simple graph
having no 1-factor.

Proof. We prove only the first statement because the second statement
follows immediately since a 2-edge connected graph has no bridges. Let



36 CHAPTER 1. MATCHINGS AND 1-FACTORS

∅ �= S ⊂ V (G), and C1, C2, · · · , Cm be the odd components of G − S, where
m = odd(G − S), such that

eG(Ci, S) = 1 for 1 ≤ i ≤ t, and eG(Cj, S) ≥ 2 for t + 1 ≤ j ≤ m.

An edge joining Ci (1 ≤ i ≤ t) to S is a bridge of G and is contained in
a path of G, and thus t ≤ 2 since otherwise eG(Ci, S) ≥ 2 for some i. By
Lemma 1.5.1,

eG(Cj, S) ≥ 3 for all t + 1 ≤ j ≤ m.

Therefore

3|S| ≥ eG(C1 ∪ C2 ∪ · · · ∪ Cm, S) ≥ t + 3(m − t) = 3m − 2t ≥ 3m − 4.

Hence m ≤ |S| + 4/3 < |S| + 2, which implies odd(G − S) = m ≤ |S| by
(1.9). Therefore G has a 1-factor by the 1-Factor Theorem. �

The above theorem can be extended to r-regular graphs as follows. Note
that an (r−1)-edge connected r-regular general graph contains no loops, and
so it must be a multigraph.

Theorem 1.5.3 Let r ≥ 2, and G be an (r − 1)-edge connected r-regular
multigraph of even order. Then for every edge e of G, G has a 1-factor
containing e. In particular, G has a 1-factor ([14]).

Proof. We use Theorem 1.4.5, which also gives a necessary and sufficient
condition for a multigraph to have a 1-factor containing any given edge. Let
∅ �= S ⊂ V (G). Let C1, C2, · · · , Cm be the odd components of G − S, where
m = odd(G − S). Then by Lemma 1.5.1, we have eG(Ci, S) ≥ r. Hence

r|S| =
∑
x∈S

degG(x) ≥ eG(C1 ∪ C2 ∪ · · · ∪ Cm, S) ≥ rm.

Thus odd(G − S) = m ≤ |S|.
Suppose that 〈S〉G contains an edge. Then

r|S| =
∑
x∈S

degG(x) ≥ eG(C1 ∪ C2 ∪ · · · ∪ Cm, S) + 2 ≥ rm + 2.

Hence m ≤ |S| − 2/r < |S|, which implies odd(G − S) = m ≤ |S| − 2 by
(1.9). Therefore the theorem follows by Theorem 1.4.5. �

Theorem 1.5.4 Let r ≥ 2 be an even integer, and G be an (r − 1)-edge
connected r-regular multigraph of odd order. Then for every vertex v, G − v
has a 1-factor, that is, G is factor-critical.
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Proof. Let ∅ �= S ⊂ V (G − v) = V (G) − v. Let C1, C2, · · · , Cm be the odd
components of (G − v) − S = G − (S ∪ {v}), where m = odd((G − v) − S).
Then by Lemma 1.5.1, we have eG(Ci, S ∪ {v}) ≥ r. Thus

r(|S| + 1) =
∑

x∈S∪{v}
degG(x) ≥ eG(C1 ∪ C2 ∪ · · · ∪ Cm, S ∪ {v}) ≥ rm.

Hence m ≤ |S|+ 1, which implies m ≤ |S| by (1.9). Consequently G− v has
a 1-factor by the 1-Factor Theorem. �

Theorem 1.5.5 (Plesńık [128]) Let r ≥ 2 be an integer, and G an (r − 1)-
edge connected r-regular multigraph of even order. Then for any r − 1 edges
e1, e2, . . . , er−1 of G, G has a 1-factor excluding {e1, e2, . . . , er−1}.
Proof. Let H = G−{e1, . . . , er−1}. It suffices to show that H has a 1-factor.
Let ∅ �= S ⊂ V (H) = V (G), and C1, C2, · · · , Cm be the odd components of
H −S. Then by the same argument as in the proof of Lemma 1.5.1, we have

eG(Ci, V (G) − V (Ci)) ≥ r − 1 and eG(Ci, V (G) − V (Ci)) ≡ r (mod 2).

Hence

r ≤ eG(Ci, V (G) − V (Ci)) = eG(Ci, S) + eG(Ci, V (G) − S − V (Ci)). (1.18)

S

V(G)-S-V(Ci)

Ci Cj

D

∈{e1,e2, ...,er-1}           ∈E(H)

Figure 1.30: eG(Ci, S) and eG(Ci, V (G) − S − V (Ci)), where D denotes an even
component of G − S.

It is obvious that EG(Ci, V (G)−S −V (Ci)) ⊆ {e1, . . . , er−1} and each ej

is contained in at most two such edge subsets, and thus

m∑
i=1

eG(Ci, V (G) − S − V (Ci)) ≤ 2|{e1, e2, . . . , er−1}| = 2(r − 1).
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Therefore by (1.18),

rm ≤
m∑

i=1

(eG(Ci, S) + eG(Ci, V (G) − S − V (Ci)))

≤
∑
x∈S

degG(x) +
m∑

i=1

eG(Ci, V (G) − S − V (Ci))

≤ r|S| + 2(r − 1)

Hence m ≤ |S| + 2(r − 1)/r < |S| + 2, which implies m ≤ |S| by (1.9).
Consequently H has a 1-factor. �

By Theorem 1.5.3, every (r − 1)-edge connected r-regular multigraph of
even order has a 1-factor. We can say that this result is best possible in
the sense that there exist infinitely many (r − 2)-edge connected r-regular
multigraphs of even order that have no 1-factor. An example is given below.

Example Let r ≥ 3 be an odd integer. Let Kr−2 = (r−2)K1 be the totally
disconnected graph of order r − 2 and R an (r − 2)-edge connected simple
graph of odd order such that r−2 vertices of R have degree r−1 and all the
other vertices have degree r. Such an R can be obtained from the complete
graph Kr+2 by deleting one cycle with r−2 edges and two independent edges.
It is easy to see that there exist infinitely many such graphs R for any given
r.

We construct an (r − 2)-edge connected r-regular simple graph G from
Kr−2 and r copies of R: Join each vertex of Kr−2 to one vertex of degree
r − 1 in every copy of R. The resulting graph is an (r − 2)-edge connected
r-regular simple graph G (Figure 1.31). Then G has no 1-factor since

odd(G − V (Kr−2)) = the number of copies of R

= r > |V (Kr−2)| = r − 2.

We can similarly construct such graphs for even integers r.
The next theorem shows that an r-regular simple graph with small order

has a 1-factor even if it is not (r − 1)-edge connected.

Theorem 1.5.6 Let r ≥ 2 be an integer, and G be an n-edge connected r-
regular simple graph of even order. Define an integer n′ in {n, n + 1} such
that n′ ≡ n (mod 2). Then the following two statements holds:
(i) If r is odd and ⌊ |G| − 1

r + 2

⌋
<

2r

r − n′ ,
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R= K7

R=K7 - {       }

=

G=5R+K3

5
5
5

54

4
4

Figure 1.31: A 3-edge connected 5-regular graph G having no 1-factors; numbers
denote the degrees of vertices in R.

then G has a 1-factor. In particular, every connected r-regular simple graph
with order at most 3(r + 2) has a 1-factor.
(ii) If r is even and ⌊ |G| − 1

r + 1

⌋
<

2r

r − n′ ,

then G has a 1-factor. In particular, every connected r-regular simple graph
with order at most 3(r + 1) has a 1-factor.

Proof. We shall prove only (i). The proof of (ii), which is similar to that
of (i), is left to the reader. Let r ≥ 3 be an odd integer. Let ∅ �= S ⊂ V (G),
and C1, C2, . . . , Cm the odd components of G − S, where m = odd(G − S).
If |Ci| ≤ r, then eG(S, Ci) ≥ r since

r|Ci| =
∑

x∈V (Ci)

degG(x) = eG(Ci, S) + 2||Ci||

≤ eG(Ci, S) + |Ci|(|Ci| − 1) ≤ eG(Ci, S) + r(|Ci| − 1).

Since r + 1 is an even integer, no Ci has order r + 1. Let us define
m1 = the number of Ci with |Ci| ≤ r; and
m2 = the number of Ci with |Ci| ≥ r + 2.

Then m = m1 + m2, and eG(S, Ci) ≥ r if |Ci| ≤ r, and by Lemma 1.5.1,
eG(S, Ci) ≥ n′ if |Ci| ≥ r + 2. Therefore we have

r|S| ≥ eG(S, C1 ∪ C2 ∪ · · · ∪ Cm) ≥ rm1 + n′m2 = rm + (n′ − r)m2,

which implies m ≤ |S| + (r − n′)m2/r.
Therefore the inequality m = odd(G − S) < |S| + 2 holds if

m2 <
2r

r − n′ .
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On the other hand, it follows that

|G| ≥ |S| + |C1| + · · · + |Cm| ≥ |S| + (r + 2)m2,

which implies

m2 ≤
⌊ |G| − |S|

r + 2

⌋
≤
⌊ |G| − 1

r + 2

⌋
.

Consequently, m < |S|+2, which implies that G has a 1-factor if the following
inequality holds: ⌊ |G| − 1

r + 2

⌋
<

2r

r − n′ .

Therefore the first part of (i) is proved.
We next prove the second part of (i). If |G| ≤ 3(r + 2) and n′ = 1, then⌊ |G| − 1

r + 2

⌋
= 2 <

2r

r − 1
=

2r

r − n′ .

Hence G has a 1-factor by the first part of (i). �

We next identify some non-regular graphs which have 1-factors. The
binding number bind(G) of a graph G, which was introduced by Anderson
[12], is defined by

bind(G) = min
{ |NG(X)|

|X | | ∅ �= X ⊆ V (G), NG(X) �= V (G)
}
.

Thus for every subset ∅ �= S ⊂ V (G) with NG(S) �= V (G), it follows that
|NG(S)| ≥ bind(G)|S|.
Theorem 1.5.7 (Woodall [151]) Let G be a connected simple graph of even
order. If for every ∅ �= S ⊆ V (G),

NG(S) = V (G) or |NG(S)| >
4

3
|S| − 1, (1.19)

then G has a 1-factor. In particular, a connected simple graph H with
bind(H) ≥ 4/3 has a 1-factor.

Proof. The proof is by contradiction. Assume that G has no 1-factor. Then
by the 1-Factor Theorem and by (1.9), there exists a subset ∅ �= S ⊂ V (G)
such that odd(G − S) ≥ |S| + 2.

Let V = V (G) and n = |V |. Let X be the set of isolated vertices of
G − S, and C1, C2, . . . , Ck the odd components of G − S with order at least
three. Let Y = V (C1) ∪ V (C2) ∪ · · · ∪ V (Ck) (Figure 1.32). Then

odd(G−S) = |X |+k ≥ |S|+2, |Y | ≥ 3k and |V | ≥ |S|+ |X |+ |Y |. (1.20)
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S

X

C1 C2

Ck

Y

V-(X∪Y∪S)

Figure 1.32: The graph G with a subset S.

We consider two cases:
Case 1 X �= ∅.

Since NG(V − S) ⊆ V − X �= V , it follows from (1.19) that

|NG(V − S)| >
4

3
|V − S| − 1 =

4n

3
− 4

3
|S| − 1

and
|NG(V − S)| ≤ |V − X| = n − |X |.

By the previous two inequalities, we obtain

n < 4|S| + 3 − 3|X |. (1.21)

On the other hand, it follows from (1.20) that

|V − S| ≥ |X | + |Y | ≥ |X | + 3k

≥ |X | + 3(|S| + 2 − |X |) = 3|S| − 2|X | + 6.

Hence n = |V | ≥ 4|S| − 2|X | + 6．By this inequality and (1.21), we have

4|S| − 2|X | + 6 ≤ n < 4|S| + 3 − 3|X |,
which is a contradiction.

Case 2 X = ∅.
In this case odd(G− S) = k. Let Z = V (C2)∪ · · · ∪ V (Ck) = Y − V (C1).

Since NG(Z) ⊆ Z ∪ S �= V , it follows from (1.19) that

|Z| + |S| ≥ |NG(Z)| >
4

3
|Z| − 1.

Thus |Z| < 3|S| + 3. On the other hand, by (1.20) we have that

|Z| ≥ 3(k − 1) = 3(odd(G − S) − 1) ≥ 3(|S| + 2 − 1).
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rK1

(r+2)K3

+

S

Figure 1.33: A graph G = (r + 2)K3 + rK1, which has no 1-factor and whose
binding number is (4/3) − (1/3r).

Therefore
3(|S| + 1) ≤ |Z| < 3|S| + 3.

This is again a contradiction. Consequently the theorem is proved. �

Consider a graph G = (r + 2)K3 + rK1, where r ≥ 1 is an integer
(Figure 1.33). Then we can easily show that G has no 1-factor, and setting
S = V ((r + 1)K3), we have

bind(G) =
|NG(S)|

|S| =
|V (G) − V (K3)|

|S| =
4(r + 1) − 1

3(r + 1)
=

4

3
− 1

3(r + 1)
.

Hence the condition of Theorem 1.5.7 is best possible.
Recall that the toughness tough(G) of a connected non-complete graph

G is defined as

tough(G) = min
{ |X |

ω(G − X)
| ω(G − X) ≥ 2, ∅ �= X ⊆ V (G)

}
,

where ω(G−X) denotes the number of components of G−X. A graph G is
said to be t-tough if tough(G) ≥ t. Hence, if G is t-tough, then for a subset
S ⊂ V (G) with ω(G − S) ≥ 2, it follows that

ω(G − S) ≤ |S|
tough(G)

≤ |S|
t

.

Theorem 1.5.8 Every 1-tough connected simple graph of even order has a
1-factor. Moreover, for every real number ε > 0, there exist graphs G of even
order that have no 1-factors and satisfy tough(G) > 1 − ε.

Proof. Let G be a 1-tough connected graph of even order, and ∅ �= S ⊂
V (G). If ω(G − S) ≥ 2, then

odd(G − S) ≤ ω(G − S) ≤ |S|
tough(G)

≤ |S|.
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If ω(G−S) = 1, then odd(G−S) ≤ ω(G−S) = 1 ≤ |S|. Hence odd(G−S) ≤
|S| always holds, and thus G has a 1-factor by the 1-Factor Theorem.

Let G = Km + tKn, which is a join of the complete graph Km and the t
copies of the complete graph Kn, where n is an odd integer (Figure 1.34 (1)).
Moreover, we can choose m,n and t so that

t > m,
m

t
> 1 − ε and m + nt ≡ 0 (mod 2).

Then G has no 1-factor since odd(G − V (Km)) = t > |V (Km)| = m, and

tough(G) =
|V (Km)|

ω(G − V (Km))
=

m

t
> 1 − ε.

Therefore the theorem is proved. �

Recall that a graph G is said to be claw-free if G contains no induced
subgraph isomorphic to the claw K1,3 (Figure 1.34 (2)).

Kn Kn

Km

t

+
(1) (2)

Figure 1.34: (1) Km + tKn; (2) A claw-free graph and its 1-factor.

Theorem 1.5.9 (Sumner [133], Las Vergnas [91]) Every connected claw-free
simple graph of even order has a 1-factor.

Proof. We prove the theorem by induction on |G|. Let P = (v1, v2, . . . , vk),
(vi ∈ V (G)) be a longest path of G. Then k ≥ 3. It is immediate that
NG(v1) ⊆ V (P ) − {v1}.

We shall show that G − {v1, v2} is connected. If degG(v2) = 2, then
G−{v1, v2} is connected since NG(v1) ⊆ V (P )−{v1}. Thus we may assume
that degG(v2) ≥ 3. For every x ∈ NG(v2) − V (P ), xv3 must be an edge of
G since otherwise v1x or v1v3 is an edge of G as 〈{v2, v1, v3, x}〉G �= K1,3;
but this implies G contains a path longer than P , a contradiction. Therefore
G− {v1, v2} is connected, and is of course claw-free, and has even order. By
the induction hypothesis, G − {v1, v2} has a 1-factor, and so does G. �
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It is known that every 4-connected planar graph has a Hamiltonian cycle
[141], which implies that it has a 1-factor, but, there are infinitely many
3-connected planar graphs without 1-factors. The next theorem gives the
lower bound for the order of a maximum matching of a planar graph. The
proof given here is slightly different from that given in [121].

Theorem 1.5.10 (Nishizeki and Baybars [121]) Let G be a connected pla-
nar simple graph with δ(G) ≥ 3. Then the number |M | of vertices saturated
by a maximum matching M in G is

|M | ≥ 2|G| + 4

3
. (1.22)

If G is 2-connected, then

|M | ≥ 2|G| + 8

3
. (1.23)

Proof. Let G be a 2-connected planar simple graph. We may assume that
G is drawn in the plane as a plane graph. Let ∅ �= S ⊂ V (G). Let us denote
by X the set of isolated vertices of G − S, and by C1, C2, . . . , Cm the odd
components of G − S of order at least three. Then

odd(G − S) = |X | + m, and |G| ≥ |S| + |X | + 3m. (1.24)

If |S| = 1, then odd(G − S) ≤ 1 = |S| as G is 2-connected. Thus we
may assume that |S| ≥ 2. We now construct a planar bipartite graph B with
bipartite sets S and X∪{v1, v2, . . . , vm} from G by contracting C1, C2, . . . , Cm

into single vertices v1, v2, . . . , vm and by replacing all multiple edges in the
resulting graph by single edges, that is, s ∈ S and vi are joined by an edge of
B if and only if s and a vertex of Ci are joined by an edge of G (Figure 1.35)．

Since G is a 2-connected graph with δ(G) ≥ 3, it follows that

degB(x) ≥ 3 for all x ∈ X, and degB(vi) ≥ 2 for all 1 ≤ i ≤ m. (1.25)

Since B is a planar bipartite graph, it follows from Theorem 05 that

||B|| ≤ 2|B| − 4.

By combining this inequality and (1.25), we obtain

3|X | + 2m ≤ ||B|| ≤ 2|B| − 4 = 2(|S| + |X | + m) − 4.
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x1
x2

x3

C2
C3C4

C1
S1

S3

S2

x1
x2

x3

v2
v3v4

v1

S1

S3

S= ∪∪

S2

S1 S3S2

X={x1,x2,x3}

BG

D1

D2

Figure 1.35: A 2-connected planar graph G with odd components {x1, . . . , x3,
C1, . . . , C4} and even components {D1,D2} of G−S; and the corresponding planar
bipartite graph B.

Hence |X | ≤ 2|S| − 4．By this inequality and (1.24), we get

odd(G − S) − |S| = |X | + m − |S|
≤ |X | + |G| − |S| − |X |

3
− |S| =

|G| + 2|X | − 4|S|
3

≤ |G| − 8

3
.

Consequently by (1.16) in Theorem 1.4.8, we have

|M | = |G| − max
S

(odd(G − S) − |S|) ≥ |G| − |G| − 8

3
=

2|G| + 8

3
,

which implies the desired inequality (1.22).

G

x1

D1

R1 u1
y1

D2

a4

u2

ea1

a2a3

a5

G1 G2w

G

Figure 1.36: A connected planar graph G with bridge e; and a connected planar
graph G with cut vertex w.

We next prove (1.22) in the case where G is connected by induction on
|G|. Since (1.22) holds for a small graph G, we may assume that the order
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of G is not small (for example, |G| ≥ 10). Suppose first G has a bridge
e = u1u2. Let D1 and D2 be the two components of G − e containing u1

and u2, respectively. We shall latter show that each Di has a matching that
covers at least (2|Di| + 2)/3 vertices of Di. If the above statement holds,
then G has a matching that covers at least

2|D1| + 2

3
+

2|D2| + 2

3
=

2|G| + 4

3
.

Hence the statement holds.
If G has no bridges and has a cut vertex w, then by letting G = G1 ∪

G2, V (G1) ∩ V (G2) = {w}, we shall show that each Gi has a matching that
covers at least (2|Gi| + 4)/3 vertices of Gi. Then G has a matching that
covers at least the following number of vertices.

2|G1| + 4

3
− 2 +

2|G2| + 4

3
=

2(|G1| + |G2| − 1) + 4

3
=

2|G| + 4

3
.

Hence the statement holds.
We first show that each Di has a matching that covers at least (2|Di|+2)/3

vertices of Di, and latter show that each Gi has a matching that covers at
least (2|Gi| + 4)/3 vertices of Gi. If δ(Di) ≥ 3, then the above statement
holds by induction. Without loss of generality, we may assume δ(D1) = 2,
which implies degD1

(u1) = 2 (see Figure 1.36). Let a1 and a2 be the two
vertices adjacent to u1. If δ(D1 − u1) ≥ 3, then by induction, D1 − u1 has a
matching covering at least (2(|D1|−1)+4)/3 vertices of D1−u1. Hence this
is the desired matching of D1. So we may assume that δ(D1 − u1) = 2. If a1

and a2 are non-adjacent, then D1−u1 +a1a2 has minimum degree three, and
so by the induction it has a matching M1 covering at least (2(|D1|−1)+4)/3
vertices. If M1 contains a1a2, then by considering M1 − a1a2 + a1u1 we can
also get the desired matching of D1. If a1 and a2 are adjacent, then we may
assume that degD1−u1

(a1) = 2. If δ(D1 − u1 − a1) ≥ 3, then by induction it
has a matching M2 covering at least (2(|D1|−2)+4)/3 vertices of D1−u1−a1.
Hence M2 +a1u1 is the desired matching of D1. By repeating this argument,
we can finally find the desired matching of D1. As an example, consider the
matching of D1 obtained from a matching of R1 and edges a5a4, a3a2, a1u1

(see R1 of D1 in Figure 1.36).
By a similar argument, we can show that each Gi has a matching that

covers at least (2|Gi|+4)/3 vertices of Gi. Consequently the proof is complete.
�

A surface (a compact orientable 2-manifold) is a sphere on which a number
of handles has been placed. The number of handles is referred to as the genus
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of the surface (Figure 1.37). A surface with genus one is called a torus, and,
of course, a plane is a surface with genus zero. A graph G is said to be
embedded on a surface if G can be drawn on the surface in such a way that
edges intersect only at their common end-vertices. The genus γ(G) of a
simple graph G is defined to be smallest genus of all surfaces on which G has
be embedded.

Figure 1.37: A surface with genus two, and an embedding of a graph on the torus.

Theorem 1.5.11 (Nishizeki [120]) Let G be a n-connected simple graph of
even order. If γ(G) < n(n−2)/4, then G has a 1-factor. In particular, every
4-connected simple graph of even order which is embeddable on the torus has
a 1-factor.

Exercises

Exercise 1.5.1 For every even integer r ≥ 4, find an (r−2)-edge connected
r-regular simple graph of even order that has no 1-factor.

Exercise 1.5.2 Prove statement (ii) of Theorem 1.5.6.

Exercise 1.5.3 Prove Theorem 1.5.5 by making use of the 1-factor Theo-
rem.

1.6 Structure Theorem

In this section we consider the structure of a graph having no 1-factors, and
characterize such a graph by using vertex-decomposition together with their
properties. These results are contained in the Gallai-Edmonds Structure
Theorem and give us much information about maximum matchings.
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Let G be a graph. Recall that for a subset S ⊆ V (G), odd(G − S) − |S|
is the deficiency of S. A subset X ⊆ V (G) is called a barrier in G if

odd(G − X) − |X | = def(G) = max
S⊆V (G)

{odd(G − S) − |S|}. (1.26)

That is, X is a barrier if its deficiency is equal to that of G. A barrier X
is said to be minimal if no proper subset of X is a barrier.

Theorem 1.6.1 Suppose a simple connected graph G with even order has
no 1-factor. Let X be a minimal barrier of G. Then every vertex x ∈ X
is joined to at least three odd components of G − X, in particular, x is the
center of certain induced claw subgraph of G.

Proof. Since G has no 1-factor and has even order, we have def(G) ≥ 2 by
the 1-factor Theorem and Lemma 1.4.1. If X = {x}, then odd(G − X) ≥ 3
as odd(G − X) ≡ |X | (mod 2) by Lemma 1.4.1. Hence x ∈ X is joined to
at least three odd components of G − X and the theorem holds. Thus we
may assume that |X | ≥ 2.

Suppose that a vertex x ∈ X is joined to at most two odd components of
G − X (Figure 1.38). Then odd(G − (X − x)) ≥ odd(G − X) − 2, and thus

odd(G − (X − x)) − |X − x| ≥ odd(G − X) − |X | − 1.

Since odd(G − (X − x)) − |X − x| ≡ odd(G − X) − |X | ≡ |G| (mod 2) by
Lemma 1.4.1, we have

odd(G − (X − x)) − |X − x| ≥ odd(G − X) − |X |,

which implies that X − x is also a barrier. This contradicts the minimality
of X. Therefore every x ∈ X is joined to at least three odd components of
G − X.

By taking three vertices adjacent to x from each of the three odd com-
ponents of G−X joined to x, we can obtain an induced subgraph K1,3 with
center x. �

It is clear that Theorem 1.5.9, which says that every connected claw-free
graph of even order has a 1-factor, is an immediate consequence of the above
Theorem 1.6.1.

Consider a simple graph G. Let D(G) denote the set of all vertices v of
G such that v is not saturated by at least one maximum matching of G. Let
A(G) be the set of vertices of V (G)−D(G) that are adjacent to at least one
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Figure 1.38: Components of G − X and those of G − (X − x).

vertex in D(G). Finally define C(G) = V (G) − D(G) − A(G). Then V (G)
is decomposed into three disjoint subsets

V (G) = D(G) ∪ A(G) ∪ C(G), (1.27)

where

D(G) = {x ∈ V (G) | ∃a maximum matching unsaturating x}
A(G) = NG(D(G)) \ D(G)

C(G) = V (G) − (A(G) ∪ D(G))

Some properties of the above decomposition are given in the Gallai-
Edmonds Structure Theorem. This theorem was obtained by Gallai
[52], [53] and Edmonds [36] independently and in different ways. The proof
presented here is based on [71].

C(G) D(G)A(G) C(G) D(G)A(G)

Figure 1.39: The decomposition V (G) = D(G) ∪ A(G) ∪ C(G) and a maximum
matching of G.

Theorem 1.6.2 (Gallai-Edmonds Structure Theorem [52], [53], [36] )
Let G be a simple graph, and V (G) = D(G)∪A(G)∪C(G) the decomposition
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defined in (1.23). Then the following statements hold (Figure 1.39):
(i) Every component of 〈D(G)〉G is factor-critical.
(ii) 〈C(G)〉G has a 1-factor.
(iii) Every maximum matching M in G saturates C(G) ∪ A(G), and every
edge of M incident with A(G) joins a vertex in A(G) to a vertex in D(G).
(iv) The number |M | of vertices saturated by a maximum matching M is
given by

|M | = |G| + ω(〈D(G)〉G) − |A(G)|, (1.28)

where ω(〈D(G)〉G) denote the number of components of 〈D(G)〉G.

Proof. The proof of the theorem is by induction on |G|. We may assume
that G is connected since otherwise each component of G satisfies the state-
ments and so does G. Moreover we may assume that G has no 1-factor since
otherwise D(G) = ∅, A(G) = ∅ and C(G) = V (G), and thus the theorem
holds.

Let S be a maximal barrier of G, that is, S is a subset of V (G) such that

odd(G − S) − |S| = max
X⊂V (G)

{odd(G − X) − |X |} = def(G) > 0 (1.29)

and

odd(G − Y ) − |Y | < odd(G − S) − |S| for all S ⊂ Y ⊆ V (G). (1.30)

Claim 1. Every component of G − S has odd order.

Assume that G − S has an even component D. Then for a vertex v of D,
odd(D − v) ≥ 1, and thus

odd(G − (S ∪ {v})) − |S ∪ {v}|
= odd(G − S) − |S| + odd(D − v) − |v|
≥ odd(G − S) − |S|,

contrary to (1.30). Hence Claim 1 is proved.

Claim 2. Every odd component of G − S is factor-critical.

Let C be an odd component of G− S, v any vertex of C and T ⊆ V (G)− v.
Then by (1.30), we have

odd(G − (S ∪ {v} ∪ T )) − |S ∪ {v} ∪ T | < odd(G − S) − |S|.
Since odd(G − (S ∪ {v} ∪ T )) = odd(G − S) − 1 + odd((C − v) − T ), we
obtain odd((C − v) − T ) < |T | + 2, which implies odd((C − v) − T ) ≤ |T |
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by Lemma 1.4.1. Hence C − v has a 1-factor by the 1-Factor Theorem, and
thus Claim 2 is proved.

Let {C1, C2, . . . , Cm} be the set of odd components of G− S, where m =
odd(G − S). We define the bipartite graph B with bipartite sets S and
{C1, C2, . . . , Cm} as follows: a vertex x ∈ S and Ci is joined by an edge of B
if and only if x and Ci are joined by at least one edge of G (Figure 1.40).

S={    } BG

S0 T0

Figure 1.40: A graph G with a maximal barrier S, and the bipartite graph B
with subsets S0 and T0.

Claim 3. |NB(X)| ≥ |X | for all X ⊆ S.

Assume that |NB(Y )| < |Y | for some ∅ �= Y ⊆ S. Then

odd(G − (S − Y )) − |S − Y | ≥ |{C1, C2, . . . , Cm} − NB(Y )| − |S − Y |
> m − |Y | − |S − Y | = m − |S| = odd(G − S) − |S|,

contrary to (1.29). Hence Claim 3 holds.

Claim 4. There exists a unique maximum proper subset S0 ⊂ S such that
|NB(S0)| = |S0|. Furthermore, |NB(Y ) \ NB(S0)| > |Y | for every ∅ �= Y ⊆
S − S0.

By |NB(S)| = m > |S|, Claim 3 and by Proposition 1.1.9, there exists a
unique maximum proper subset S0 ⊂ S such that |NB(S0)| = |S0|.

Let ∅ �= Y ⊆ S − S0. Then it follows from the maximality of S0 and
S0 ⊂ Y ∪ S0 that

|NB(Y ) \ NB(S0)| = |NB(Y ∪ S0) − NB(S0)| > |Y ∪ S0| − |S0| = |Y |.

Therefore the claim is proved.
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Let T0 = S − S0. Then

odd(G − T0) = odd(G − S) − |NB(S0)| = odd(G − S) − |S0|
= odd(G − S) − (|S| − |T0|),

and so odd(G − T0) − |T0| = odd(G − S) − |S| = def(G).
Let {C1, C2, . . . , Ck} be the set of odd components of G − T0, where

k = odd(G − T0), and let {C ′
1, C

′
2, . . . , C

′
r} be the set of odd components of

G − S corresponding to NB(S0), where r = |NB(S0)| = |S0|. Then by the
Marriage Theorem and Claim 4, it follows that

(i) B has a matching saturating S;
(ii) every matching in B saturating S saturates {C ′

1, C
′
2, . . . , C

′
r}; and

(iii) for each Ci (1 ≤ i ≤ k), there exists a matching in B that saturates
S but not Ci.

Let H be a matching in B saturating S. Then for every odd component
C ′

j (1 ≤ j ≤ r), there exists an edge in H joining C ′
j to a vertex xj ∈ S0.

Take an edge ej of G joining xj to a vertex vj in C ′
j . By Claim 4, we can get

a 1-factor R′
j of C ′

j − vj .
Similarly, for an odd component Ci (1 ≤ i ≤ k), if H has an edge joining

Ci to xi ∈ S, then xi ∈ T0 and we can find an edge ei of G joining xi to a
vertex wi of Ci and a 1-factor Ri of Ci − wi. If H has no edge joining Ci to
S, then take a maximum matching Ri in Ci. Define

M =
⋃

1≤j≤r

(R′
j + ej) +

⋃
1≤i≤k

{(Ri + ei) or Ri }. (1.31)

Then by Theorem 1.4.8, M is a maximum matching of G since the number
of unsaturated vertices in M is k − |T0| = odd(G − T0) − |T0| = def(G).

Conversely, every maximum matching in G is obtained in this way since
for any maximum matching M ′ in G, M ′ cannot saturate at least k − |T0|
odd components in {C1, C2, . . . , Ck}. Since M ′ is a maximum matching, M ′

does not saturate exactly k − |T0| = def(G) components of {C1, C2, . . . , Ck}.
Therefore M ′ induces a matching H ′ in B that saturates S and {C ′

1, C
′
2, . . . , C

′
r},

and thus M ′ can be constructed from H ′ as above.

Claim 5. D(G) = V (C1) ∪ V (C2) ∪ · · · ∪ V (Ck) and A(G) = T0.

It is clear that for every vertex vi of any Ci (1 ≤ i ≤ k), B has a matching
that saturates S but not Ci, and Ci − vi has a 1-factor by Claim 2. Hence by
(1.31), we can find a maximum matching in G that does not saturate vi. Thus
V (C1)∪V (C2)∪· · ·∪V (Ck) ⊆ D(G). Since every maximum matching in G is
obtained in the way mentioned above, D(G) ⊆ V (C1)∪V (C2)∪ · · · ∪V (Ck).
Consequently, D(G) = V (C1) ∪ V (C2) ∪ · · · ∪ V (Ck).
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Since NB(S0) = {C ′
1, C

′
2, . . . , C

′
r}, it follows that NB({C1, C2, . . . , Ck}) =

S − S0 = T0. Therefore

A(D(G)) = NG(V (C1) ∪ · · · ∪ V (Ck)) \ (V (C1) ∪ · · · ∪ V (Ck)) = T0.

It is easy to see that 〈V (C ′
1)∪ · · · ∪V (C ′

r)∪S0〉 has a 1-factor, and forms
the even components of G − T0. �

Since every component of 〈D(G)〉G is factor-critical, Theorem 1.4.3 is an
easy consequence of the Gallai-Edmonds Structure Theorem.

The following lemma is interesting its own right, but it is also useful to
prove Gallai-Edmonds Structure Theorem, that is, we can first prove the fol-
lowing Stability Lemma without using Gallai-Edmonds Structure Theorem,
and then apply the lemma to prove the Structure Theorem ([108] section
3.2). However, we shall prove the lemma using Gallai-Edmonds Structure
Theorem because it is shorter.

Lemma 1.6.3 (The Stability Lemma) Let G be a simple graph and V (G) =
C(G)∪A(G)∪D(G). Then for every vertex u ∈ A(G), we have A(G−u) =
A(G) − u, C(G − u) = C(G) and D(G − u) = D(G).

Proof. Let u ∈ A(G) and M be any maximum matching in G. Then by
the definition of A(G), M has an edge e incident with u. Then M − e is a
maximum matching in G−u since the size of a maximum matching in G−u
must be less than or equal to ||M || − 1 and ||M − e|| = ||M || − 1. Therefore
D(G) ⊆ D(G−u), and the size of a maximum matching in G−u is ||M ||−1.

If a maximum matching H in G − u does not saturate a vertex x ∈
A(G)−u, then H cannot saturate at least ω(〈D(G)〉G)−|A(G)|+1 vertices in
D(G) and two more vertices x, u ∈ A(G) since H can cover at most |A(G)|−1
components in 〈D(G)〉G by Theorem 1.6.2. Therefore ||H || < ||M || − 1,
contrary to the fact that a maximum matching in G − u has size ||M || − 1.
Hence (A(G) − u) ∩D(G− u) = ∅. We can similarly show that H saturates
C(G), which implies C(G)∩D(G−u) = ∅. Consequently, D(G−u) = D(G).

The other equalities A(G − u) = A(G) − u and C(G − u) = C(G) follow
immediately from D(G − u) = D(G). �

Since a factor-critical graph with order at least three is not a bipartite
graph (Exercise 1.6.2), every component of 〈D(G)〉G in a bipartite graph G
must be a single vertex. Thus the following theorem holds.

Theorem 1.6.4 Let G be a connected bipartite graph with bipartition X∪Y ,
and let CX = C(G)∩X and CY = C(G)∩Y . Then the following statements
hold (Figure 1.41):
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S={    } G U1={   }U1={   } U2={   }

C(G) A(G) D(G)

M={      }

Figure 1.41: The decomposition V (G) = D(G)∪A(G)∪C(G) of a bipartite graph
G with bipartition U1 ∪ U2; and it maximum matching Mx.

(i) 〈D(G)〉G is a set of independent vertices of G.
(ii) 〈C(G)〉G has a 1-factor, and |CX | = |CY |.
(iii) Every maximum matching M in G consists of a 1-factor of 〈C(G)〉G
and a matching in 〈A(G) ∪ D(G)〉G saturating A(G).
(iv) Both A(G) ∪ CX and A(G) ∪ CY are minimum vertex covers of G.
(v) Both D(G)∪CX and D(G)∪CY are maximum independent vertex subsets
of G.

Exercises

Exercise 1.6.1 Let v be a vertex of a graph G and M a maximum matching
of a graph G, and let M ′ be a maximum matching of G − v. Prove that
||M || − 1 ≤ ||M ′|| ≤ ||M || and ||M ′|| = ||M || hold if and only if v ∈ D(G).

Exercise 1.6.2 Show that a factor-critical graph of order at least three is
not a bipartite graph.

Exercise 1.6.3 Let G be a connected bipartite graph. Prove that Statements
(iv) and (v) in Theorem 1.6.4 hold.

1.7 Algorithms for Maximum Matchings

We gave an algorithm for finding a maximum matching in a bipartite graph in
section 1.3. In this section we shall give an algorithm for finding a maximum
matching in a graph, which was obtained by Edmonds [36].
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Before stating the algorithm, let us recall Theorem 1.3.2, which says
that “a matching M in a graph G is maximum if and only if G has no M-
augmenting path”. Therefore, to find a maximum matching, we should find
M-augmenting paths or determine the non-existence of such paths. In order
to effectively explore M-augmenting paths in a graph, we introduce some
new concepts and notation.
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M={     }
Inner vertices ={     }

 Outer vertices ={   }(1) (2)G

Figure 1.42: (1) A matching M and an M -unsaturated vertex v; (2) The root v,
inner vertices and outer vertices.

We shall first explain the algorithm and new definitions by using exam-
ples. Let G be a graph and M a matching in G, and let v be a vertex
unsaturated by M . We call v a root, and explore all the M-alternating path
starting with v. If P = (v, x1, x2, x3, x4, . . . , xk) is an M-alternating path,
where each xi is a vertex of G, then we call x1, x3, . . . inner vertices and
v, x2, x4, . . . outer vertices (Figure 1.42)

Consider the graph G and the matching M given in Figure 1.42. We try
to find all the M-alternating paths starting with v as follows:

{v} {a, g}, {b, h}, {c, e, i}, {d, f, j} and {f, k}.

In the last step, we find that f is simultaneously an outer and inner vertex
since (u, a, b, e, f) and (u, a, b, c, d, f) are both M-alternating paths. Then
we find an odd cycle C0 = (b, c, d, f, e, b) containing f , i.e., if we find a
vertex which is simultaneously outer and inner, then there exists an odd
cycle containing it, and we can easily find it.

Next we contract C0 into a single vertex v1, which also implies that we
delete loops and replace every multiple edge by a single edge, and denote the
resulting graph by G1. The matching of G1 corresponding to M is obtained
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by deleting the edges in C0 ∩ M (Figure 1.43), i.e., we obtain

G1 = G/C0, M1 = M − (E(C0) ∩ M) = M ∩ E(G1), v1 = C0.
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v2
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G2G1   

g g

Figure 1.43: The graph G1 = G/C0 with the matching M1; an odd cycle C1 =
(v, a, v1, h, g, a); and the graph G2 = G1/C1 and the matching M2.

In Figure 1.43, we find an odd cycle C1 = (v, a, v1, h, g) since h is simul-
taneously an outer and inner vertex in G1. Then we obtain the new graph
G2 from G1 by contracting C1, where v2 is the new root since C1 contains the
root v. In general, if the odd cycle Ci contains the root, then Ci corresponds
to the new root in Gi/Ci, otherwise, Ci corresponds to a saturated vertex in
Gi/Ci.

G2 = G1/C1, M2 = M1 ∩ E(G2), v2 = C1.

Then we find an M2-augmenting path

P2 = (v2, k, l, m) in G2.

¿From this path P2, we can obtain an M1-augmenting path

P1 = (v, a, v1, k, l, m) in G1.

Since v2 corresponds to the odd cycle C1 in G1, k and v1 ∈ V (C1) are joined
by an edge in G1. There are two alternating paths in C1 joining v1 to v and
one of them can be added to (k, l, m). Since v1 corresponds to C0 in G and
v1 can be replaced by the alternating path (a, b, e, f) in C0, we obtain the
desired M-augmenting path

P = (v, a, b, e, f, k, l, m) in G.
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Figure 1.44: A matching M ′ in G; and non-existence of M ′-augmenting path in
G.

Therefore we obtain a larger matching M ′ = M � E(P ) in G (Figure 1.44).
There are two M ′-unsaturated vertices n and o, and by the same argu-

ment as above, we can easily determine that G has no M ′-augmenting paths
starting with n or o, which implies that M ′ is a maximum matching in G.

We conclude this section by giving the following algorithm for finding a
maximum matching in a graph.

Algorithm 1.7.1 Let G be a connected graph. Then a maximum matching
of G can be obtained by repeating the following procedure: Let i = 0, G0 = G,
M0 be any matching of G0, v0 be any M0-unsaturated vertex of G0. Initially,
v0 is the root.

We explore all the Mi-alternating paths starting with vi as explained above.
If we find a vertex xi that is both inner and outer, then we can find an odd
cycle Ci containing xi, and obtain a graph Gi+1 from Gi by contracting Ci.
The contraction of Ci is the vertex vi+1 of Gi+1. If Ci contains the root
of Gi, then vi+1 is the new root of Gi+1 and is unsaturated by a matching
Mi+1 = Mi − (E(Ci) ∩ Mi). Otherwise, the vertex vi+1 of Gi+1 is a vertex
saturated by Mi+1. Set i = i + 1, and repeat the procedure.

If we find an Mi-augmenting path in Gi connecting the root and another
Mi-unsaturated vertex y, then we can find an Mi−1-augmenting path in Gi−1

connecting the root of Gi−1 and another Mi−1-unsaturated vertex. Set i =
i − 1, and repeating the above procedure until i = 1, we get the desired M-
augmenting path starting with v0. Moreover, if Gi has no Mi-augmenting
path starting with the root, then G has no M-augmenting path starting with
the root v0.

Some improvements on Algorithm 1.7.1 results in an algorithm that finds
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a maximum matching in O(|G|3) time ([108], section 9).

Exercises

Exercise 1.7.1 Prove some parts in Algorithm 1.7.1, that is, show that if
G1 has an M1-augmenting path starting with the root in G1, then G has an
M-augmenting path starting with the root v.

Exercise 1.7.2 Let M be a matching in a connected simple graph G and C
be a odd cycle of G containing (|C| − 1)/2 edges of M , and let G′ = G/C be
the graph obtained from G by contracting C. Prove that M is a maximum
matching in G if and only if M ′ = M ∩ E(G′) is a maximum matching in
G′.



Chapter 2

Regular Factors and f-Factors

2.1 The f-Factor Theorem

In this chapter we consider regular factors and f -factors mainly in general
graphs. For a positive integer k, a regular spanning subgraph each of whose
vertices has degree k is called a k-regular factor or briefly a k-factor (Fig-
ure 2.1). In order to avoid confusion, we use ”k-regular factors” in theorems,
but often use ”k-factors” in proofs. For a general graph G and an integer-
valued function

f : V (G) → Z
+ = {0, 1, 2, 3, . . .},

a spanning subgraph F such that

degF (x) = f(x) for all x ∈ V (G)

is called an f-factor (Figure 2.1). For an integer k, if the function f is
defined as f(x) = k for all x ∈ V (G), then an f -factor is equivalent to a
k-regular factor, and so an f -factor is a natural generalization of a regular
factor. Moreover, a k-regular factor or an f -factor F usually means a subset
of E(G) since the vertex set of F is always V (G) and so the factor F is
determined by its edge set.

We shall give criteria for a graph to have a k-regular factor and an f -
factor, and show results on regular factors and f -factors by using these cri-
teria.

If the edge set E(G) of a graph G is decomposed into edge disjoint k-
regular factors {Fi} as

E(G) = F1 ∪ F2 ∪ · · · ∪ Fm, Fi ∩ Fj = ∅ (i �= j)

then G is said to be k-factorable and the decomposition is called a k-
factorization of G.

59
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1
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(1) (2)

Figure 2.1: (1) A general graph G with a 3-regular factor; (2) A general graph G
with an f -factor, where numbers denote f(v).

The following theorem, which was obtained by Petersen in 1891, is one
of the oldest results on regular factors.

Theorem 2.1.1 (The 2-Factorable Theorem Petersen [126]) For every
integer r ≥ 1, every 2r-regular general graph is 2-factorable. In particular,
for every integer k, 1 ≤ k ≤ r, every 2r-regular general graph has a 2k-
regular factor.

Proof. Let G be a 2r-regular general graph. We shall prove that G is
2-factorable by induction on r. If we prove that G has a 2-factor F , then
the theorem is proved because G − F is a 2(r − 1)-regular graph and has a
2-factorization by induction. Moreover, the union of k edge-disjoint 2-factors
of G forms a 2k-factor of G, and so the latter part also follows immediately
from the existence of a 2-factorization.

We may assume r ≥ 2 and the graph G is connected. Since every vertex
of G has even degree, G has an Euler circuit C. Traversing this Euler circuit,
we get an orientation of G (Figure 2.2). Then it is clear that in the oriented

graph
−→
G , every vertex has indegree r and outdegree r.

We construct an r-regular bipartite multigraph B with bipartition (X, Y )
as follows: two vertices x ∈ X = V (G) and y ∈ Y = V (G) are joined by
an edge of B if and only if G has a directed edge (xy) (Figure 2.2). By
Theorem 1.1.2, B can be decomposed into r 1-factors H1, H2, . . . , Hr. From
each Hi, we obtain a spanning subgraph Fi = (V (G), Hi) of G by regarding
each edge of Hi as an edge of G. Since for every vertex v of the oriented graph−→
G , Hi has two directed edges expressed as (vx) and (yv), Fi is a 2-factor of
the given graph G. Consequently the theorem is proved. �

We now give the most important theorem in this chapter. This is called
the f-factor Theorem obtained by Tutte in 1952. His original proof uses
alternating trails and is interesting, but rather long. In 1954 he gave a new
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Figure 2.2: (1) A graph G with Euler circuit (a, a, b, c, d, c, j, b, i, j, d, i, a); (2) The
bipartite graph B with a 1-factor H1; and (3) The 2-factor F1 corresponding to
H1.

considerably simpler proof by making use of the 1-factor Theorem. Here we
adopt this new proof. Note that a different form of the criterion for a graph
to have a k-regular factor was obtained by Ore ([124]).

Theorem 2.1.2 (The f-factor Theorem Tutte [139], [140]) Let G be a gen-
eral graph and f : V (G) → Z

+ = {0, 1, 2, 3, . . .}. Then G has an f -factor if
and only if for all disjoint subsets S and T of V (G),

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) − q(S, T ) ≥ 0, (2.1)

where q(S, T ) denotes the number of components C of G− (S ∪ T ) such that∑
x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2), (2.2)

and the function δ(S, T ) is defined by (2.1).

Some remarks are in order. For convenience, we call a component C of
G− (S ∪T ) satisfying (2.2) an f-odd component of G− (S ∪T ). It is easy
to see that ∑

x∈T

degG(x) − eG(S, T ) =
∑
x∈T

degG−S(x),

and thus (2.1) can be expressed as

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − f(x)) − q(S, T ) ≥ 0. (2.3)

Another useful relation, due to Tutte, is the following:
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δ(S, T ) ≡
∑

x∈V (G)

f(x) (mod 2). (2.4)

Thus if
∑

x∈V (G) f(x) is even, then

δ(S, T ) ≡ 0 (mod 2). (2.5)

Note that the f -factor theorem holds even if f(v) > degG(v) or f(v) < 0
for some vertices v of G, since the inequality (2.1) includes the condition that
0 ≤ f(x) ≤ degG(x) for every x ∈ V (G). This will be shown in the proof of
sufficiency of the f -factor Theorem.

For a constant integer k ≥ 1, by setting f(x) = k for all x ∈ V (G), we
have the following k-regular factor theorem, which were obtained by Belck
[16] and Tutte [139] independently.

Theorem 2.1.3 (The Regular Factor Theorem, Belck and Tutte) Let k ≥
1 be an integer and G be a general graph. Then G has a k-regular factor if
and only if for all disjoint subsets S and T of V (G),

δ(S, T ) = k|S| +
∑
x∈T

degG(x) − k|T | − eG(S, T ) − q(S, T ) (2.6)

= k|S| +
∑
x∈T

degG−S(x) − k|T | − q(S, T ) ≥ 0, (2.7)

where q(S, T ) denotes the number of components C, called k-odd components,
of G − (S ∪ T ) such that

k|C| + eG(C, T ) ≡ 1 (mod 2). (2.8)

Proof of necessity of the f-factor Theorem. Suppose that a general
graph G has an f -factor F . We may assume that G is connected since if each
component of G satisfies (2.1), then G itself satisfies (2.1). Then we have∑

x∈V (G)

f(x) =
∑

x∈V (G)

degF (x) = 2||F ||,

and so G itself is not an f -odd component of G = G− (∅∪∅). Thus we have
δ(∅, ∅) = −q(∅, ∅) = 0.

Let S and T be two disjoint subsets of V (G) such that S ∪ T �= ∅. Let
G−F denote the spanning subgraph of G with edge set E(G)−E(F ), and let
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... ...

S T

C1 CmD1 Dr

G
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Figure 2.3: A graph G with disjoint subsets S ∪ T , the f -odd components
C1, . . . , Cm and the other components D1, . . . ,Dr.

C1, C2, . . . , Cm, where m = q(S, T ), be the f -odd components of G− (S ∪T )
(Figure 2.3). By the equation

degG(x) − f(x) = degG(x) − degF (x) = degG−F (x),

we have ∑
x∈T

(degG(x) − f(x)) =
∑
x∈T

degG−F (x)

≥ eG−F (T, S) +
m∑

i=1

eG−F (T, Ci).

Furthermore, it follows that

∑
x∈S

f(x) =
∑
x∈S

degF (x) ≥ eF (S, T ) +
m∑

i=1

eF (S, Ci).

By the two previous inequalities, we have

δ(S, T ) ≥ eF (S, T ) +
m∑

i=1

eF (S, Ci) + eG−F (T, S) +
m∑

i=1

eG−F (T, Ci)

−eG(S, T ) − m

=

m∑
i=1

(
eF (S, Ci) + eG−F (T, Ci) − 1

)
.

Therefore, in order to prove (2.1), it is sufficient to show that for every
C = Ci,

eF (S, C) + eG−F (T, C) − 1 ≥ 0. (2.9)
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If eG−F (T, C) ≥ 1, then (2.9) holds, and so we may assume that eG−F (T, C)
= 0, which implies

eG(T, C) = eF (T, C).

Hence ∑
x∈V (C)

f(x) + eG(C, T ) =
∑

x∈V (C)

degF (x) + eF (C, T )

= 2||〈V (C)〉F || + eF (C, S ∪ T ) + eF (C, T )

≡ eF (C, S) (mod 2).

By (2.2) and the above equation, we have eF (C, S) ≥ 1, which implies (2.9)
holds. Consequently necessity is proved. �

Proof of (2.4). Let C1, C2, . . . , Cm, m = q(S, T ), be the f -odd components
of G− (S ∪ T ), and D1, D2, . . . , Dr be the other components of G− (S ∪ T )
(Figure 2.3). Then∑

x∈V (Di)

f(x) + eG(Di, T ) ≡ 0 (mod 2) for every 1 ≤ i ≤ r.

Hence

m ≡
m∑

i=1

( ∑
x∈V (Ci)

f(x) + eG(Ci, T )
)

≡
m∑

i=1

( ∑
x∈V (Ci)

f(x) + eG(Ci, T )
)

+
r∑

i=1

( ∑
x∈V (Di)

f(x) + eG(Di, T )
)

=
∑

x∈V (G)−(S∪T )

f(x) + eG(V (G) − (S ∪ T ), T ) (mod 2).

Therefore

δ(S, T ) ≡
∑
x∈S

f(x) +
∑
x∈T

(degG(x) + f(x)) + eG(S, T ) + m

≡
∑
x∈S

f(x) +
∑
x∈T

(degG(x) + f(x)) + eG(S, T )

+
∑

x∈V (G)−(S∪T )

f(x) + eG(V (G) − (S ∪ T ), T )

=
∑

x∈V (G)

f(x) + 2||〈T 〉G|| + eG(T, V (G) − T ) + eG(S, T )
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+eG(V (G) − (S ∪ T ), T )

≡
∑

x∈V (G)

f(x) (mod 2).

Consequently (2.4) holds. �

We now prove the sufficiency of the f -factor Theorem based on Tutte
[140], ([20], Section 2.3).

Proof of the sufficiency of the f-factor Theorem. If a general graph
G satisfies the condition (2.1), then each of its components satisfies (2.1),
and if each component of G has the desired f -factor, then their union is the
desired f -factor of G. Hence we may assume that G is connected.

For each vertex v of G, we have by (2.1)

δ(∅, {v}) = degG(v) − f(v) − q(∅, {v}) ≥ 0, and

δ({v}, ∅) = f(v) − q({v}, ∅) ≥ 0,

and so 0 ≤ f(x) ≤ degG(x). Since δ(∅, ∅) = −q(∅, ∅) ≥ 0, we have q(∅, ∅) = 0,
which implies ∑

x∈V (G)

f(x) ≡ 0 (mod 2). (2.10)

We now construct a new simple graph G∗ from G as follows: For every
edge e = xy ∈ E(G), where we allow x = y, we introduce two vertices e(x)
and e(y) of G∗, and join them by an edge e of G∗. Thus for every vertex v
of G, if {e1, e2, . . . , er} is the set of edges incident with v in G, then G∗ has
a set

S(v) = {e1(v), e2(v), . . . , er(v)}
of vertices corresponding to v (Figure 2.4).

Next for every vertex v of G, we add a set

T (v) = {v1, . . . , vp}, p = degG(v) − f(v)

of vertices to G∗, and join every vertex of T (v) to every vertex of S(v)
(Figure 2.4). Of course, if f(v) = degG(v), then T (v) = ∅. Hence we have

V (G∗) = S∗ ∪ T ∗, where

S∗ =
⋃

v∈V (G)

S(v) and T ∗ =
⋃

v∈V (G)

T (v); and (2.11)

E(G∗) = E(G) ∪ {xy | x ∈ S(v) and y ∈ T (v)}. (2.12)

We next show that G has an f -factor if and only if G∗ has a 1-factor.
Assume that G has an f -factor F . Then by regarding E(F ) as a subset of



66 CHAPTER 2. REGULAR FACTORS AND F -FACTORS

a

b c

d

p q

23

4 3

2 1

h
k

23
S(p)

T(p)

S(q)

T(q)
G*G

a

b c

d
h k

ee

e(p) e(q)

Figure 2.4: A general graph G with an f -factor; and the corresponding simple
graph G∗ with a 1-factor.

E(G∗), we can get a matching which covers f(v) vertices of S(v) for every
v ∈ V (G). The remaining uncovered vertices of S(v) can be covered by a
matching of G∗ which joins the remaining uncovered vertices of S(v) to all
the vertices of T (v). Therefore G∗ has a 1-factor. Conversely, if G∗ has a 1-
factor K, then E(G)∩E(K) ⊆ E(G∗) induces an f -factor of G by regarding
it as a edge subset of G. Therefore G has an f -factor if and only if G∗ has a
1-factor (Figure 2.4).

Suppose that G satisfies the condition (2.1) but has no f -factor. Then
G∗ has no 1-factor. By the 1-Factor Theorem (Theorem 1.4.2), there exists
a subset Y ⊂ V (G∗) such that odd(G∗ − Y ) > |Y |. Choose a minimal set X
among such subsets Y . Then X �= ∅. By Lemma 1.4.1, we have

odd(G∗ − X) ≥ |X | + 2.

Then for each v ∈ V (G), the following claim holds.

Claim 1. (1) If T (v) ∩ X �= ∅, then T (v) ⊆ X.
(2) If S(v) ∩ X �= ∅, then S(v) ⊆ X.
(3) S(v) ∪ T (v) �⊆ X. In particular, if T (v) = ∅ then S(v) ∩ X = ∅ .

Proof. (1) Suppose that X ∩ T (v) �= ∅ but T (v) �⊆ X (Figure 2.5 (1)).
Then T (v) �= ∅, and

odd(G∗ − (X \ T (v))) ≥ odd(G∗ − X) − 1 ≥ |X | + 1 > |X \ T (v)|.

This contradicts the minimality of X.
(2) Suppose that X ∩ S(v) �= ∅ but S(v) �⊆ X (Figure 2.5 (2)). Let

e(v) ∈ S(v) ∩ X, where e = vu ∈ E(G). Then e(v) is adjacent to at most
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two components of G∗ − X since T (v) \ X is empty set or is contained in a
component as S(v) �⊆ X. Hence

o(G∗ − (X \ {e(v)})) ≥ odd(G∗ − X) − 2 ≥ |X | > |X \ {e(v)}|.

This contradicts the choice of X.
(3) Assume S(v) ∪ T (v) ⊆ X for some v ∈ V (G). Choose a vertex

e(v) ∈ S(v). Then

odd(G∗ − (X \ {e(v)})) ≥ odd(G∗ − X) − 1 ≥ |X | + 1 > |X \ {e(v)}|,

a contradiction.

S(v)

T(v)

X
S(v)

T(v)

X
S(v)

T(v)

X

e

e(v)e(v)

e
(1) (2)

Figure 2.5: (1) X ∩ T (v) �= ∅ but T (v) �⊆ X; (2) X ∩ S(v) �= ∅ but S(v) �⊆ X.

We define

X(S) = {v ∈ V (G) | S(v) ⊆ X},
X(T ) = {v ∈ V (G) | T (v) ⊆ X}.

Then if T (v) = ∅, then v ∈ X(T ), and the next claim holds.

Claim 2. (4) The number of isolated vertices of G∗ − X contained in S∗

is eG(X(T ), X(S)) (Figure 2.6).
(5) The number of isolated vertices of G∗ − X contained in T ∗ is∑

x∈X(S)(degG(x) − f(x)) (Figure 2.6).

(6) |X | − odd(G∗ − X) = δ(X(S), X(T )).

Proof. (4) Let e(v) be an isolated vertex of G∗ − X contained in S∗, and
let e = vw ∈ E(G) ⊂ E(G∗). Then T (v) ⊆ X and S(w) ⊆ X, and thus
v ∈ X(T ) and w ∈ X(S), which implies e ∈ EG(X(T ), X(S)). Conversely, if
e = vw ∈ EG(X(T ), X(S)), then T (v) ⊆ X and S(w) ⊆ X, and so e(v) is
an isolated vertex of G∗ − X contained in S∗. Hence (4) holds.

(5) This follows immediately from (2) and the definition of G∗.
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Figure 2.6: G with X(S) and X(T ), and G∗ with X. The isolated vertices
of G∗ − X are denoted by black circles. C∗ is an odd component of G∗ − X,
V (C∗) = S(d) ∪ T (d) ∪ {e(u1), e(u2)}, and V (C) = {d}.

(6) Let C∗ be an odd component of G∗ − X with order at least three
(Figure 2.6). It is clear that if C∗ contains an edge joining a vertex of S(x)
to a vertex of T (x), then C∗ must contain S(x) ∪ T (x). Hence we can write

V (C∗) =
⋃
x

(S(x) ∪ T (x)) ∪ {e(u1), . . . , e(ur)},

where e(ui) are the endvertices of C∗ such that T (ui) ⊆ X. Let

C = 〈{x ∈ V (G) | S(x) ∪ T (x) ⊆ V (C∗)}〉G.

Then C is a component G − (X(S) ∪ X(T )), and

|C∗| =
∑

x∈V (C)

(2 degG(x) − f(x)) + |{e(u1), . . . , e(ur)}|

≡
∑

x∈V (C)

f(x) + eG(C, X(T )) (2.13)

≡ 1 (mod 2) (since C∗ is an odd component of G∗ − X.)

By (2.13), C is an f -odd component of G − (X(S) ∪ X(T )). Therefore the
number of those odd components of G∗ − X whose order is at least three is
equal to q(X(S), X(T )).

It is obvious that

|X | =
∑

x∈X(S)

degG(x) +
∑

x∈X(T )

(degG(x) − f(x)).
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By combining (4), (5), (6) and the above equation, we get

|X | − odd(G∗ − X)

=
∑

x∈X(S)

degG(x) +
∑

x∈X(T )

(degG(x) − f(x)) − eG(X(S), X(T ))

−
∑

x∈X(S)

(degG(x) − f(x)) − q(X(S), X(T ))

=
∑

x∈X(S)

f(x) +
∑

x∈X(T )

(degG(x) − f(x))

− eG(X(S), X(T )) − q(X(S), X(T )

= δ(X(S), X(T )).

By (6) and by (2.1), we can derive a contradiction since 0 > |X |−odd(G∗−
X) = δ(X(S), X(T )) ≥ 0. Consequently the proof is complete. �

We have now proved the f -Factor Theorem and k-Regular Factor The-
orem. It is not so easy to apply these theorems because δ(S, T ) may be
complex and the number q(S, T ) of k-odd components of G − (S ∪ T ) may
be difficult to estimate. So many results in the following sections were only
recently obtained in the 1980s. The k-Regular Factor Theorem, however,
was proved in the early 1950s.

We conclude this section by giving the f -Factor Theorem in Bipartite
Graphs, which is simpler than the f -factor theorem.

Theorem 2.1.4 (The f-Factor Theorem in a Bipartite Graph) Let G
be a bipartite multigraph and f : V (G) → Z

+. Then G has an f -factor if
and only if for all disjoint subsets S and T of V (G),

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) ≥ 0. (2.14)

The proof of Theorem 2.1.4 is shown in Section 2.4.

2.2 Regular Factors in Regular Graphs

In this section, we first consider regular factors in regular graphs. We already
showed that every 2r-regular graph has a 2k-regular factor for every k, 1 ≤
k ≤ r. Furthermore, some results on 1-factors in an r-regular graph show
the existence of (r − 1)-regular factors in the r-regular graph by taking the
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complement of the 1-factor in the given graph. For example, the existence
of a 1-factor in every 2-edge connected cubic graph means the existence of
a 2-factor in such a graph. We begin with the next theorem, whose proof is
based on [68] and give another proofs to the theorems mentioned above.

Theorem 2.2.1 (Regular Factors in Regular Graphs) Let r and k be
integers such that 1 ≤ k < r, and G be a λ-edge connected r-regular general
graph, where λ ≥ 1. If one of the following conditions holds, then G has a
k-regular factor.
(1) r and k are both even. (Petersen [126] (1891))
(2) r is even, k is odd, |G| is even, and r

λ
≤ k ≤ r(1 − 1

λ
). (Gallai [51]

(1950))
(3) r is odd, k is even and 2 ≤ k ≤ r(1 − 1

λ
). (Gallai [51] (1950))

(4) r and k are both odd and r
λ
≤ k. (Gallai [51], Bäbler [14])

(5) Let λ be an integer such that λ∗ ∈ {λ, λ + 1} and λ∗ ≡ 1 (mod 2).
Either r is odd, k is even and k ≤ r(1 − 1

λ∗ ); or both r and k are odd and
r
λ∗ ≤ k. (Bollobás, Saito and Wormald [22])

Proof. We use the Regular Factor Theorem 2.1.3. It is immediate that
δ(∅, ∅) = 0 since k|G| is even. Let S and T be disjoint subsets of V (G)
such that S ∪ T �= ∅, and let C1, C2, . . . , Cm be the k-odd components of
G − (S ∪ T ). Set θ = k

r
. Then 0 < θ < 1, and we have

δ(S, T ) = k|S| +
∑
x∈T

degG(x) − k|T | − eG(S, T ) − q(S, T )

= k|S| + (r − k)|T | − eG(S, T ) − q(S, T )

= θr|S| + (1 − θ)r|T | − eG(S, T ) − m

= θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − m

≥ θ(eG(S, T ) +

m∑
i=1

eG(S, Ci)) + (1 − θ)(eG(T, S)

+
m∑

i=1

eG(T, Ci)) − eG(S, T ) − m

=

m∑
i=1

(θeG(S, Ci) + (1 − θ)eG(T, Ci) − 1).

Hence it suffices to show that for every C = Ci, 1 ≤ i ≤ m,

θeG(S, C) + (1 − θ)eG(T, C) ≥ 1. (2.15)
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Since C is a k-odd component of G − (S ∪ T ), we have

k|C| + eG(T, C) ≡ 1 (mod 2). (2.16)

Moreover, since G is λ-edge connected and

r|C| =
∑

x∈V (C)

degG(x) = eG(S ∪ T, C) + 2||C||,

we have

r|C| ≡ eG(S ∪ T, C) (mod 2) and eG(S ∪ T, C) ≥ λ. (2.17)

It is obvious that the two inequalities eG(S, C) ≥ 1 and eG(T, C) ≥ 1 imply

θeG(S, C) + (1 − θ)eG(T, C) ≥ θ + (1 − θ) = 1.

Hence we may assume eG(S, C) = 0 or eG(T, C) = 0. We consider the
following two cases under the assumption that one of conditions (1)-(4) is
satisfied. Condition (5) will be considered later.

Case 1. eG(S, C) = 0.

If both r and k are even, then by (2.16) and (2.17), we have

eG(T, C) ≡ 1 (mod 2) and 0 ≡ eG(T, C) (mod 2).

This is a contradiction. If k ≤ r(1− 1
λ
), then θ ≤ 1− 1

λ
and so 1 ≤ (1− θ)λ.

By substituting (2.17) and eG(S, C) = 0 into (2.15), we have

(1 − θ)eG(T, C) ≥ (1 − θ)λ ≥ 1.

If both r and k are odd, then by (2.16) and (2.17), we have

|C| + eG(T, C) ≡ 1 (mod 2) and |C| ≡ eG(T, C) (mod 2).

This is again a contradiction.

Case 2. eG(T, C) = 0.

By (2.16) we have k|C| ≡ 1 (mod 2), which implies that k must be odd.
Hence we may assume that k is odd. Then r

λ
≤ k by (2) and (4). Hence

θλ ≥ 1, and so by (2.17) we obtain

θeG(S, C) ≥ θλ ≥ 1.

Consequently, every condition (1)-(4) guarantees the existence of k-factors.
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In order to prove (5), it suffices to show that (2.15) holds under the
assumption that eG(S, C) = 0 or eG(T, C) = 0. We first consider the first
part of (5), i.e., we assume that r is odd, k is even and k ≤ r(1 − 1

λ∗ ). If
eG(S, C) = 0, then by (2.16) and (2.17), we have

eG(T, C) ≡ 1 (mod 2) and eG(T, C) ≥ λ.

Hence eG(T, C) ≥ λ∗, and thus

(1 − θ)eG(T, C) ≥ (1 − θ)λ∗ ≥ 1.

If eG(T, C) = 0, then by (2.16), we have k|C| ≡ 1 (mod 2), which contradicts
the assumption that k is even.

We next consider the second part of (5), i.e., we assume that both r and
k are odd and r

λ∗ ≤ k. If eG(S, C) = 0, then by (2.16) and (2.17), we have

|C| + eG(T, C) ≡ 1 (mod 2) and |C| ≡ eG(T, C) (mod 2).

This is a contradiction. If eG(T, C) = 0, then by (2.16) and (2.17), we have

|C| ≡ 1 (mod 2) and |C| ≡ eG(S, C) (mod 2),

which implies eG(S, C) ≥ λ∗. Thus

θeG(S, C) ≥ θλ∗ ≥ 1.

Consequently the proof is complete. �

We now show that every (r − 1)-edge connected r-regular multigraph G
has a 1-factor by making use of the above Theorem 2.2.1. First assume r
is even. Then an (r − 1)-edge connected r-regular graph must be r-edge
connected because G is an Euler graph. Hence

r

λ
=

r

r
= 1 = k ≤ r

(
1 − 1

r

)
= r − 1,

and so G has a 1-factor by (2) of Theorem 2.2.1. We next assume that r is
odd. Then by (5) of Theorem 2.2.1, λ∗ = r since λ = r − 1 is even. Hence

r

λ∗ =
r

r
= 1 = k,

which implies G has a 1-factor.
The following corollary is an immediate consequence of Theorem 2.2.1,

but is a nice generalization of Petersen’s Theorem, which says that every
2-connected cubic graph has a 2-factor.
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Corollary 2.2.2 (Baebler [14] (1938)) (1) Let r ≥ 3 be an odd integer.
Then every 2-edge connected r-regular general graph has a 2-regular factor.
(2) Let r ≥ 3 be an odd integer and k an even integer such that 2 ≤ k < r.
Then every k-edge connected r-regular general graph has a k-regular factor.

Proof. We shall prove only (2). We apply (5) of Theorem 2.2.1 to an odd
integer r and an even integer k such that 2 ≤ k ≤ r − 1. Since λ = k and
λ∗ = k + 1 in (5), we have

r
(
1 − 1

λ∗

)
= r

(
1 − 1

k + 1

)
≥ (k + 1)

(
1 − 1

k + 1

)
= k.

Hence a k-edge connected r-regular general graph described in (2) has a
k-factor. �

We now show that some conditions in Theorem 2.2.1 are sharp (Bollobás,
Saito and Wormald, [22]). Let r ≥ 2 be an even integer, k ≥ 1 an odd integer
and λ ≥ 1 an even integer such that k < r

λ
or r(1 − 1

λ
) < k.

For integers r, t, λ such that 1 ≤ λ ≤ t ≤ r, let H(r, t; λ) be a λ-edge
connected bipartite simple graph with bipartition (U, W ) such that every
vertex of U has degree r and every vertex of W has degree t, and let J(r, t; λ)
be a λ-edge connected simple graph of even order in which one vertex, say
v0, has degree t and all the other vertices have degree r (Figure 2.7). We
now construct our graph G(r, λ) from H = H(r, λ; λ) and |W | copies of
J = J(r, λ; λ)’s as follows: for every vertex w ∈ W of H , replace w by J ,
i.e., remove w from H , remove v0 from J and join every u ∈ U adjacent to w
in H to a vertex of J adjacent to v0 in such a way that the resulting graph
is r-regular (Figure 2.7). It is immediate that G(r, λ) is a λ-edge connected
r-regular simple graph.

H(4,2;2)
J(4,2;2) G(4,2)

S=UU

W v0

J-v0 J-v0

Figure 2.7: Graphs H(4, 2, ; 2), J(4, 2) and G(4,2).

We now show that the graph G = G(r, λ) has no k-regular factor for every
odd integer k such that k < r

λ
or r(1− 1

λ
) < k. Let S = U and T = ∅. Then
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each component J − v0 of G − S is a k-odd component since

k|J − v0| + eG(V (J − v0), ∅) = k|J − v0| ≡ 1 (mod 2).

Thus if k < r
λ
, then

δ(U, ∅) = k|U | − q(U, ∅) <
r

λ
|U | − |W | = 0.

Hence G has no k-factor by the Regular Factor Theorem. Moreover, G has
no (r − k)-factor, which implies k′ = r − k satisfies r(1 − 1

λ
) < k′ and an

r-regular graph G has no k′-factor.
We consider graphs H(r, λ∗; λ) and J(r, λ∗; λ) when r is odd and λ ≥ 1

and obtain a graph G(r, λ). Then we can show that G = G(r, λ) has no
k-regular factor if either k is even and k > r(1− 1

λ∗ ), or k is odd and k < r
λ∗ .

The proof is left to the reader (Exercise 2.2.1).
The next theorem says that every regular graph of small order has a

regular factor. Of course, a connected 2-regular simple graph is a cycle, and
so if r = 2 and k = 1, the statement (i) in the following theorem holds for
every G. Except for this trivial case, the conditions in the theorem are sharp.

Theorem 2.2.3 (Niessen and Randerath [116]) Let G be a connected r-regular
simple graph with r ≥ 3, and let k be an integer such that 1 ≤ k < r. If
k|G| is even and one of the following conditions holds, then G has a k-regular
factor.
(i) r is even, k is odd, and |G| ≤ (r + 1)3r + 2.
(ii) r and k are both odd, and |G| ≤ (r + 2)(k + 1).
(iii) r is odd and k is even and |G| ≤ (r + 2)(r − k + 1).

Proof. We shall first prove (i). We may assume that k ≤ r/2 since if G has
a k-factor F for an odd integer 1 ≤ k ≤ r/2, then G−F is an (r − k)-factor
and r − k is an odd integer with r − k ≥ r/2. Let S and T be disjoint
subsets of V (G) such that S ∪ T �= ∅, and let C1, C2, . . . , Cm be the k-odd
components of G − (S ∪ T ). Set θ = k/r. Then 0 < θ ≤ 1/2, and we have

δ(S, T ) = k|S| +
∑
x∈T

degG(x) − k|T | − eG(S, T ) − q(S, T )

= k|S| + (r − k)|T | − eG(S, T ) − q(S, T )

= θr|S| + (1 − θ)r|T | − eG(S, T ) − m

≥ θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − m

≥ θ(eG(S, T ) +

m∑
i=1

eG(S, Ci)) + (1 − θ)(eG(T, S) +

m∑
i=1

eG(T, Ci))
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−eG(S, T ) − m

=
m∑

i=1

(θeG(S, Ci) + (1 − θ)eG(T, Ci) − 1)

≥
m∑

i=1

(θeG(S ∪ T, Ci) − 1) (by 1 − θ ≥ θ)

Let C = Ci, 1 ≤ i ≤ m. Hereafter we show that θeG(S ∪ T, C) − 1 ≥ 0 or∑m
i=1 (θeG(S ∪ T, Ci) − 1) ≥ 0 which completes the proof.

Case 1. 1 ≤ |C| ≤ r.

Since G is a simple graph, for every vertex x ∈ V (C), |NG(x)∩ (S∪T )| ≥
r − |C| + 1, which implies eG(C, S ∪ T ) ≥ |C|(r − |C| + 1) ≥ r. Hence

θeG(S ∪ T, C) − 1 ≥ θr − 1 = k − 1 ≥ 0.

Case 2. |C| ≥ r + 1.

There exist at most P components Ci with |Ci| ≥ r + 1 as |G| ≤ 3r + 2.
So

δ(S, T ) ≥
2∑

i=1

(θeG(S ∪ T, Ci) − 1) ≥ (θ − 1) > −2,

which implies δ(S, T ) ≥ 0 by δ(S, T ) ≡ 0 (mod 2) (2.5). Consequently (i) is
proved.

We next prove (ii). Let S and T be disjoint subsets of V (G) such that
S ∪ T �= ∅, and let C1, C2, . . . , Cm be the k-odd components of G − (S ∪ T )
such that
(i) |Ci| ≤ r for 1 ≤ i ≤ a;
(ii) |Ci| ≥ r + 1 and eG(T, Ci) ≥ 1 for a < i ≤ a + b; and
(iii) |Ci| ≥ r + 1 and eG(T, Ci) = 0 for a + b < i ≤ a + b + c = m,
where some of a, b, c can be 0.

Since Ci is a k-odd component, we have

k|Ci| + eG(T, Ci) ≡ |Ci| + eG(T, Ci) ≡ 1 (mod 2).

If eG(S, Ci) = 0, then

|Ci| ≡ r|Ci| =
∑

x∈V (Xi)

degG(x) = eG(S ∪ T, Ci) + 2||Ci|| ≡ eG(T, Ci) (mod 2).

The previous two equations result in a contradiction, and so

eG(S, Ci) ≥ 1 for all 1 ≤ i ≤ m. (2.18)
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If a ≥ 1, then for every Ci, 1 ≤ i ≤ a, by the same argument as before, we
have eG(S ∪ T, Ci) ≥ r, and so

θeG(S, Ci) + (1 − θ)eG(T, Ci) ≥ min{θ, 1 − θ}eG(S ∪ T, Ci)

≥ min{k, r − k}. (2.19)

For every Ci, a < i ≤ a + b, we have

θeG(S, Ci) + (1 − θ)eG(T, Ci) − 1 ≥ θ + 1 − θ − 1 = 0.

If a + b < i ≤ a + b + c, then k|Ci| + eG(T, Ci) ≡ |Ci| ≡ 1 (mod 2), and so
|Ci| ≥ r + 2, which implies c ≤ k as |G| ≤ (r + 2)(k + 1).

Claim. If a ≥ 1, then δ(S, T ) ≥ 0. Hence we may assume a = 0.

Suppose a ≥ 1. If k ≤ r/2, then

δ(S, T ) ≥
a∑

i=1

(θeG(S, Ci) + (1 − θ)eG(T, Ci) − 1)

+

a+b+c∑
i=a+b+1

(θeG(S, Ci) − 1)

≥ (k − 1)a + (θ − 1)c (by (2.19))

≥ (k − 1) + (θ − 1)k = kθ − 1 > −2. (by c ≤ k)

This implies δ(S, T ) ≥ 0. If k > r/2, then

δ(S, T ) ≥
a∑

i=1

(θeG(S, Ci) + (1 − θ)eG(T, Ci) − 1)

+

a+b+c∑
i=a+b+1

(θeG(S, Ci) − 1)

≥ (r − k − 1)a + (θ − 1)c ≥ r − k − 1 + (θ − 1)k

= r − 2k − 1 +
k2

r
> r − 2r − 1 +

r2

r
= −1. (by r/2 < k < r)

This implies δ(S, T ) ≥ 0. Therefore we may assume that a = 0. We consider
the following two cases.

Case 1. |S| > |T |.
In this case, m = b + c ≤ k + 1 as |G| ≤ (r + 2)(k + 1) < (r + 1)(k + 2),

and ∑
x∈S

degG(x) = r|S| ≥ r(|T | + 1) =
∑
x∈T

degG(x) + r.
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Hence

δ(S, T ) = θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − m

≥ θ
∑
x∈T

degG(x) + θr + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − m

≥
∑
x∈T

degG(x) − eG(S, T ) + k − (k + 1) ≥ −1.

Thus δ(S, T ) ≥ 0.

Case 2. |S| ≤ |T |.
It follows that∑

x∈T

degG(x) = r|T | ≥ r|S| =
∑
x∈S

degG(x).

Then

δ(S, T ) = θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − m

≥ θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈S

degG(x) − eG(S, T ) − m

=
∑
x∈S

degG(x) − eG(S, T ) − m

≥ eG(S, V (G) − (S ∪ T )) + eG(S, T ) − eG(S, T ) − m ≥ 0. (by (2.18)

Therefore δ(S, T ) ≥ 0. Consequently (ii) is proved.

(iii) is an easy corollary of (ii) since if r is odd and k is even, then r − k
is odd and so G has an (r−k)-factor F by (ii), and then G−F is a k-factor.
�

Theorem 2.2.4 (Katerinis [83] (1985)) Let a, b, k be odd integers such that
1 ≤ a ≤ k ≤ b. If a general graph G has both an a-regular factor and a
b-regular factor, then G has a k-regular factor. In particular, if an r-regular
general graph H has a 1-factor, then for every integer h, 1 ≤ h ≤ r, G has
an h-regular factor.

Proof. We first prove that G has a k-factor. Assume that G has no k-factor.
Then by the Regular Factor Theorem, there exist two disjoint subsets S and
T of V (G) such that

δ(S, T ) = k|S| −
∑
x∈T

degG(x) − k|T | + eG(S, T ) − q(S, T ; k) < 0, (2.20)
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where q(S, T ; k) denote the number of k-odd components C of G − (S ∪ T ),
which satisfy

k|C| + eG(C, T ) ≡ 1 (mod 2). (2.21)

Since G has both an a-factor and a b-factor, we have

a|S| −
∑
x∈T

degG(x) − a|T | + eG(S, T ) − q(S, T ; a) ≥ 0

b|S| −
∑
x∈T

degG(x) − b|T | + eG(S, T ) − q(S, T ; b) ≥ 0.

Since a, b and k are all odd integers, by (2.21) we can easily see that q(S, T ; k) =
q(S, T ; a) = q(S, T ; b). By the two previous inequalities and (2.20), we obtain

(a − k)(|S| − |T |) > 0 and (b − k)(|S| − |T |) > 0.

If |S| ≥ |T |, then (a−k)(|S|−|T |) ≤ 0 as a ≤ k, a contradiction. Similarly, if
|S| < |T |, then (b−k)(|S|−|T |) ≤ 0 as k ≤ b, which is again a contradiction.
Consequently G has a k-factor.

Suppose that and an r-regular general graph H has a 1-factor F1. If r is
odd, then by the statement proved above, for every odd integer c, 1 ≤ c ≤ r,
H has a c-factor Fc, and also an (r − c)-factor H − E(Fc). Hence for every
integer h, 1 ≤ h ≤ r, H has a h-factor.

If r is even, then H − F1 is an (r − 1)-factor. Hence for every odd
integer c, 1 ≤ c ≤ r − 1, H has a c-factor by the statement proved above.
By the 2-Factorable Theorem 2.1.1, it is obvious that for every even integer
d, 2 ≤ d ≤ r, H has a d-factor. Hence the latter part of this theorem is
proved. �

The next theorem shows the existence a k-regular factor that contains a
given edge or excludes such an edge, and its proof is based on [67].

Theorem 2.2.5 Let r and k be integers such that 1 ≤ k < r, and G be a
λ-edge connected r-regular general graph, where λ ≥ 2. If G satisfies one the
following conditions, which are the same as in Theorem 2.2.1, then for any
given edge e, G has a k-regular factor containing e and another k-regular
factor excluding e.
(1) r and k are both even.
(2) r is even, k is odd, |G| is even, and r

λ
≤ k ≤ r(1 − 1

λ
).

(3) r is odd, k is even and 2 ≤ k ≤ r(1 − 1
λ
).

(4) r and k are both odd and r
λ
≤ k.

(5) Let λ be an integer such that λ∗ ∈ {λ, λ+1} and λ∗ ≡ 1 (mod 2). Either
r is odd, k is even and k ≤ r(1 − 1

λ∗ ); or r is odd, k is odd and r
λ∗ ≤ k.
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eu v

G

u v

H

w
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T

w

v

u
C

H

v

Figure 2.8: A graph G with an edge e; a new graph H with a new vertex w of
degree two; and an f -odd component C of H − (S ∪ T ).

Proof. Let e = uv be a given edge of G. Here we assume that e is not a loop
since otherwise we can prove the theorem as well. Moreover, if k = r − 1,
then G must be (r − 1)-edge connected and so G has no loops, and thus e
is a standard edge. Let H be the graph obtained from G by inserting a new
vertex w of degree two into e (Figure 2.8). Then V (H) = V (G) ∪ {w}, and
define two functions f1, f2 : V (H) → Z

+ as

f1(x) =

{
0 if x = w
k otherwise,

and f2(x) =

{
2 if x = w
k otherwise.

(2.22)

Then it is obvious that G has a k-factor excluding e or containing e if and
only if H has an f1-factor or an f2-factor, respectively. So we use the f -factor
Theorem 2.1.2. For convenience, we write f for f1 or f2 because most parts
of the proof of the existence of an fi-factor, i ∈ {1, 2}, are the same.

Since both
∑

x∈V (H) f1(x) = k|G| and
∑

x∈V (H) f2(x) = k|G|+ 2 are even

numbers and G is connected, δH(∅, ∅) = 0. Let S and T be disjoint subsets of
V (H) such that S∪T �= ∅. We shall show that δ(S, T ) ≥ 0, which guarantees
the existence of the desired f -factor. Set θ = k/r. Then 0 < θ < 1, and

f(x) = k = θ degH(x) for all x ∈ V (H) − w,

f1(w) = θ degH(w) − 2θ,

−f2(w) = −θ degH(w) − 2(1 − θ).

Hence we have

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degH(x) − f(x)) − eH(S, T ) − q(S, T )

≥ θ
∑
x∈S

degH(x) + (1 − θ)
∑
x∈T

degH(x)

−eH(S, T ) − q(S, T ) + ε,
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where

ε =

⎧⎨
⎩

−2θ if w ∈ S and f = f1

−2(1 − θ) if w ∈ T and f = f2

0 otherwise.
(2.23)

Since δ(S, T ) ≡ 0 (mod 2) by (2.5), it suffices to show that δ(S, T ) ≥ ε as
ε > −2.

Let C1, C2, . . . , Cm be the f -odd components of H − (S ∪ T ), where m =
q(S, T ). Then

δ(S, T ) ≥ θ
∑
x∈S

degH(x) + (1 − θ)
∑
x∈T

degH(x) − eH(S, T ) − m + ε

≥ θ(eH(S, T ) +

m∑
i=1

eH(S, Ci))

+(1 − θ)(eH(T, S) +
m∑

i=1

eH(T, Ci)) − eH(S, T ) − m + ε

=

m∑
i=1

(θeH(S, Ci) + (1 − θ)eH(T, Ci) − 1) + ε.

We shall show that for every C = Ci, 1 ≤ i ≤ m,

θeH(S, C) + (1 − θ)eH(T, C) ≥ 1. (2.24)

The proof is complete.
Since C is an f -odd component of H − (S ∪T ), by the f -Factor Theorem

we have ∑
x∈V (C)

f(x) + eH(T, C) ≡ 1 (mod 2). (2.25)

Moreover, ∑
x∈V (C)

degH(x) = eH(S ∪ T, C) + 2||C||, (2.26)

follows and so

r|C| ≡
∑

x∈V (C)

degH(x) ≡ eH(S ∪ T, C) (mod 2) if w �∈ C. (2.27)

Suppose V (C) = {w}. Then f(w) + eH({w}, T ) ≡ 1 (mod 2) by (2.25).
Hence eH({w}, T ) = 1, |{u, v} ∩ T | = 1 and |{u, v} ∩ S| = 1. Therefore

θeH(S, C) + (1 − θ)eH(T, C) ≥ θ + (1 − θ) = 1.
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Hence we may assume that C �= {w}, so, even if C contains w, at least one of
{u, v} is contained in C, and thus eH(C, S ∪ T ) ≥ λ (Figure 2.8). Therefore
we may assume that

eH(S ∪ T, C) ≥ λ. (2.28)

It is obvious that the two inequalities eH(S, C) ≥ 1 and eH(T, C) ≥ 1
imply

θeH(S, C) + (1 − θ)eH(T, C) ≥ θ + (1 − θ) = 1.

Hence we may assume eH(S, C) = 0 or eH(T, C) = 0. We consider two cases
under the assumption that one of conditions (1)-(4) holds. Condition (5) will
be considered later.

Case 1. eH(S, C) = 0.

If both r and k are even, then by (2.25) and (2.26), we have

eH(T, C) ≡ 1 (mod 2) and 0 ≡ eH(T, C) (mod 2),

which is a contradiction. If k ≤ r(1− 1
λ
), then θ ≤ 1− 1

λ
and so 1 ≤ (1−θ)λ.

By (2.28) and eH(S, C) = 0, we have eH(T, C) ≥ λ, and hence

(1 − θ)eH(T, C) ≥ (1 − θ)λ ≥ 1.

Therefore we may assume that both r and k are odd.
If w �∈ C, then by (2.25) and (2.26), we have

|C| + eG(T, C) ≡ 1 (mod 2) and |C| ≡ eG(T, C) (mod 2).

This is a contradiction. If w ∈ C, then (2.25) and (2.26), we have

|C| − 1 + eG(T, C) ≡ 1 (mod 2) and |C| − 1 ≡ eG(T, C) (mod 2).

This is again a contradiction.

Case 2. eH(T, C) = 0.

By (2.25) we have
∑

x∈V (C) f(x) ≡ 1 (mod 2), which implies that k must

be odd. Hence we may assume that k is odd. Then r
λ
≤ k by (2) and (4).

Hence θλ ≥ 1, and so by (2.28) we obtain

θeH(S, C) ≥ θλ ≥ 1.

Consequently, statements (1)-(4) in the theorem are proved.

We next prove the first part of (5), i.e., we assume that r is odd, k is even
and k ≤ r(1 − 1

λ∗ ). Suppose first eH(S, C) = 0. Then by (2.25) and (2.26),
we have

eH(T, C) ≡ 1 (mod 2) and eH(T, C) ≥ λ.



82 CHAPTER 2. REGULAR FACTORS AND F -FACTORS

Hence eH(T, C) ≥ λ∗, and thus

(1 − θ)eH(T, C) ≥ (1 − θ)λ∗ ≥ 1.

Next assume eH(T, C) = 0. Then by (2.25), we have k|C| ≡ 1 (mod 2),
which is a contradiction.

The remaining part of (5) can be similarly proved (Exercise 2.2.2). �

Theorem 2.2.6 (Katerinis [86]) Let 1 ≤ k ≤ r−1 be integers, and G be an
(r−1)-edge connected r-regular multigraph of even order. Then for any r−k
given edges of G, G has a k-regular factor excluding these edges. Moreover,
for any given k edges of G, G has a k-regular factor containing these edges.

Note that the latter part of the above theorem is an immediate conse-
quence of the first part because for given k edges, where k = r− (r−k), if G
has a (r− k)-regular factor F excluding these k edges, then G has a k-factor
G − E(F ) that contains the given k edges.

Exercises

Exercise 2.2.1 Consider graphs H(r, λ∗; λ) and J(r, λ∗; λ) when r is odd
and λ ≥ 1 and obtain a graph G(r, λ). Then show that G = G(r, λ) has no
k-regular factor if either k is even and k > r(1− 1

λ∗ ), or k is odd and k < r
λ∗ .

Exercise 2.2.2 Show that (5) of Theorem 2.2.5.

2.3 Regular Factors and f-Factors in Graphs

In this section we shall give some sufficient conditions for simple graphs to
have regular factors, where regular factors include 1-factors; but we mainly
deal with k-regular factors with k ≥ 2, since the 1-factor cases have already
been proved earlier using shorter arguments. For a general graph G, it is clear
that G is t-tough if and only if its underlying graph is t-tough, where the
underlying graph of G is obtained from G by deleting loops and replacing
multiple edges by a single edge. Thus some results in this section can be
applied to general graphs though most results are applicable to simple graphs.

Recall that a graph G is said to be t-tough if for every subset S ⊂ V (G)
such that G − S has at least two components, it follows |S| ≥ t · ω(G − S),
where ω(G− S) denotes the number of components of G− S. In particular,
every t-tough graph with t > 0 is connected. We showed that every 1-
tough graph of even order has a 1-factor (Theorem 1.5.8). Here we consider
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regular factors and f -factors in t-tough graphs. The following theorem was
conjectured by Chvátal in 1973, and proved by Enomoto, Jackson, Katerinis
and Saito in 1985. Chvátal also proposed the conjecture that every 2-tough
graph has an Hamiltonian cycle. By the following theorem, such a graph has
a 2-factor, however a counterexample to this conjecture was found [15].

Theorem 2.3.1 (Enomoto, Jackson, Katerinis and Saito [45]) Let k ≥ 2 be
an integer. Then every k-tough simple graph with |G| ≥ k + 1 and k|G| even
has a k-regular factor.

Suppose that a simple graph G has no k-factor. Then there exists a pair
(S, T ) of disjoint subsets of V (G) such that δ(S, T ) < 0. We say that (S, T )
is a minimal pair of G if δ(S, T ) < 0 and either T = ∅ or δ(S, T ′) ≥ 0 for
every proper subset T ′ ⊂ T . The following lemma will be used in the proof
of Theorem 2.3.1.

Lemma 2.3.2 [45] Let k ≥ 2 be an integer, and G be a simple graph with
k|G| even and having no k-regular factor. Let (S, T ) be a minimal pair of G.
If T �= ∅, then the maximum degree of 〈T 〉G is at most k − 2.

Proof. Let v ∈ T and V = V (G). Since δ(S, T ) < 0 and k|G| is even, we
have δ(S, T ) ≤ −2 by δ(S, T ) ≡ 0 (mod 2) (2.5). It follows from δ(S, T−v) ≥
2 that

−2 ≥ δ(S, T ) − δ(S, T − v)

= k|S| +
∑
x∈T

degG(x) − k|T | − eG(S, T ) − q(S, T )

−
(
k|S| +

∑
x∈T−v

degG(x) − k|T − v| − eG(S, T − v) − q(S, T − v)
)

= degG(v) − k − eG(S, v) − q(S, T ) + q(S, T − v).

Since q(S, T − v) ≥ q(S, T ) − eG(v, V − (S ∪ T )), we have

−2 ≥ degG(v) − k − eG(S, v) − eG(v, V − (S ∪ T )),

which implies

eG(v, T − v) = degG(v) − eG(v, S) − eG(v, V − (S ∪ T )) ≤ k − 2.

Consequently Δ(〈T 〉G) ≤ k − 2. �

Proof of Theorem 2.3.1. Suppose that G has no k-factor. Then G is not a
complete graph since a complete graph with order at least k+1 and k|G| even
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has a k-factor. Since k|G| is even and G is connected, δ(∅, ∅) = −q(∅, ∅) = 0,
and thus every minimal pair (S, T ) of G satisfies S ∪ T �= ∅.

Let (S, T ) be a minimal pair of G, and let C1, C2, . . . , Cm be the compo-
nents of G − (S ∪ T ), where m = ω(G − (S ∪ T )) ≥ q(S, T ). For any two
non-adjacent vertices u ∈ S and x ∈ V (G) − u, δ(S, T ) does not change if
a new edge ux is added to G, and so the resulting graph still does not have
a k-factor. Hence we may assume that for every u ∈ S, NG(u) = V (G) − u
(Figure 2.9). Similarly, joining two non-adjacent vertices in any component
Ci, i = 1, . . . , m of G − (S ∪ T ) results in a graph that has no k-factor.
Therefore the following Claim holds.

S T

Ci

Figure 2.9: G−(S∪T ), where NG(u) = V (G)−u for all u ∈ S and every 〈V (Ci)〉G
is a complete graph.

Claim 1. NG(u) = V (G) − u for all u ∈ S, and every 〈V (Ci)〉G is a
complete graph (Figure 2.9).

For convenience, set U = V (G) − (S ∪ T ). Then

0 > δ(S, T ) = k|S| +
∑
x∈T

degG(x) − k|T | − eG(S, T ) − q(S, T )

≥ k|S| + eG(T, U) + eG(T, S) + 2||〈T 〉G|| − k|T | − eG(S, T ) − m

= k|S| + eG(T, U) + 2||〈T 〉G|| − k|T | − m. (2.29)

Let B1 be a maximal independent set of 〈T 〉G and T1 = T − B1. For
every i, 2 ≤ i ≤ k − 1, we recursively define Bi and Ti as follows: let Bi be
a maximal independent set of 〈Ti−1〉G and Ti = Ti−1 − Bi (Figure 2.10). By
Lemma 2.3.2 and NG(Bi) ⊇ Ti, it follows that 〈Tk−2〉G is an independent set,
if exists, and thus Bk−1 = Tk−2 and Tk−1 = ∅.
Claim 2. |S| + |T1| + eG(U, B1) − m ≥ k|B1|.
Proof. Let

U = V (G) − (S ∪ T ), U1 = {x ∈ U | eG(x,B1) > 0},
L1 = {Ci | eG(Ci, B1) ≥ 1} = {C1, . . . , Cm1},
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B1

B2

Bk-1

T1
T

T2

S

Cm1C1

u1 um2
Cm2

U1

L1

L2

U2

U3=U1 - U2

Tk-2

m-m1  components

Figure 2.10: A minimal pair (S, T ) and the structure of G.

L2 = {Ci | eG(u, B1) = 1 for some u ∈ V (Ci)} = {C1, . . . , Cm2},
U2 = {ui | For each Ci, 1 ≤ i ≤ m2, choose exactly one vertex

ui ∈ V (Ci) such that eG(ui, B1) = 1}, and

U3 = U1 − U2,

where m2 ≤ m1 ≤ m. Then |U2| = m2, and

L1 − L2 = {Ci | eG(u, B1) ≥ 2 for all u ∈ V (Ci)}, and

|U1| ≤ eG(U1, B1) − (m1 − m2) = eG(U, B1) − (m1 − m2).

Hence
|U3| ≤ eG(U, B1) − m1.

Let G1 = G − (S ∪ T1 ∪ U3). Since B1 is an independent set of 〈T 〉G and
eG(B1, U − U1) = 0, each vertex of B1 belong to different component of G1.
Hence ω(G1) ≥ |B1| + m − m1.

We first assume w(G1) ≥ 2. Then since G is k-tough, we have

|S ∪ T1 ∪ U3| ≥ k · ω(G1) ≥ k(|B1| + m − m1).

On the other hand, |S ∪ T1 ∪ U3| ≤ |S| + |T1| + eG(U, B1) − m1. Therefore

|S| + |T1| + eG(U, B1) − m1 ≥ k · ω(G1)

≥ k(|B1| + m − m1) ≥ k|B1| + m − m1
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and the claim follows.
We next consider the case ω(G1) = 1. Then |B1| = 0 or 1 since |B1| +

m − m1 ≤ ω(G1). Suppose that the claim does not hold. Then

|S| + |T1| + eG(U, B1) − m < k|B1|. (2.30)

If |B1| = 0, then T = ∅, and so T1 = ∅ and |S| − m < 0 by (2.29). If
ω(G−S) = m ≥ 2, then |S| ≥ km, which contradicts |S|−m < 0. Therefore
ω(G − S) = m ≤ 1. This implies S = ∅ as |S| − m < 0, and contradicts
S ∪ T �= ∅.

Hence we may assume that |B1| = 1 and this holds for any choice of B1.
Therefore 〈T 〉G is a complete graph. Furthermore, ω(G1) = 1 means that
for every component Ci, there exists at least one edge joining Ci to B1, and
thus eG(U, B1) ≥ m. Then by (2.30), we have |S| + |T1| < k|B1| = k. Hence
|S∪T | = |S|+|T1|+|B1| < k+1. On the other hand, we shall show that m ≥ 2
and |S ∪ T | ≥ 2k, which contradicts the above inequality |S ∪ T | < k + 1.
Assume m = 1. Since G is not a complete graph, by Claim 1 there exist
two non-adjacent vertices x1 ∈ V (C1) and y1 ∈ T . Setting B1 = {y1}, then
V (C1) − U3 contains x1 and so ω(G1) ≥ 2, which gives us a contradiction as
in the previous case ω(G1) ≥ 2. Hence m ≥ 2, which implies

|S ∪ T | ≥ k · ω(G − (S ∪ T )) = km ≥ 2k.

Therefore the claim is proved.

Claim 3. For every i, 2 ≤ i ≤ k − 1, it follows that

|S| + eG(T − Ti−1, Bi) + |Ti| + eG(U, Bi) ≥ k|Bi|. (2.31)

Proof. If Bi = ∅, then Ti = ∅ and the claim holds. Thus we may assume Bi �=
∅. Since Bi is a set of isolated vertices of G−NG(Bi), if ω(G−NG(Bi)) ≥ 2,
then

|NG(Bi)| ≥ k · ω(G − NG(Bi)) ≥ k|Bi|.
It is clear that

|NG(Bi)| ≤ |S| + eG(T − Ti−1, Bi) + |Ti| + eG(U, Bi).

Hence (2.31) holds. Suppose ω(G−NG(Bi)) = 1, which implies |Bi| = 1 and
V (G) = NG(Bi) ∪ Bi. Then

k|Bi| + 1 = k + 1 ≤ |V (G)| = |NG(Bi) ∪ Bi|
≤ |S| + eG(T − Ti−1, Bi) + |Ti| + eG(U, Bi) + 1
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Consequently (2.31) follows.

By Claim 2 and (2.31), we have

k|T | = k

k−1∑
i=1

|Bi| (by T =
⋃k−1

i=1 Bi)

≤ |S| + |T1| + eG(U, B1) − m
k−1∑
i=2

(
|S| + eG(T − Ti−1, Bi) + |Ti| + eG(U, Bi)

)

≤ (k − 1)|S| +
k−1∑
i=1

|Ti| +
k−1∑
i=2

eG(T − Ti−1, Bi) +

k−1∑
i=1

eG(U, Bi) − m

≤ (k − 1)|S| +
k−2∑
i=1

|Ti| + ||〈T 〉G|| + eG(U, T ) − m, (2.32)

where Tk−1 = ∅.
By (2.29) and (2.32), we have

(k − 1)|S| +
k−2∑
i=1

|Ti| + ||〈T 〉G|| + eG(T, U) − m

≥ k|T | > k|S| + eG(T, U) + 2||〈T 〉G|| − m,

and thus
k−2∑
i=1

|Ti| > |S| + ||〈T 〉G|| ≥ ||〈T 〉G|| (2.33)

On the other hand, since Bi is a maximal independent set of 〈Ti−1〉G and
Ti = Ti−1 − Bi, eG(x,Bi) ≥ 1 for every vertex x ∈ Ti, and thus we have

||〈T 〉G|| =

k−2∑
i=1

eG(Bi, Ti) ≥
k−2∑
i=1

|Ti|.

This contradicts (2.33). Consequently the theorem is proved. �

Theorem 2.3.3 ([45]) Let k ≥ 1 be integer. For every real number ε > 0,
there exists a (k − ε)-tough simple graph G with k|G| even and |G| ≥ k + 1
that has no k-factor.
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Proof. We construct the desired graph G = G(m, k) as follows (Figure 2.11).

V (G) = A ∪ B ∪ C = A ∪
( k+2⋃

i=1

Bi ∪
k+2⋃
i=1

B′
i

)
∪

k(k+2)⋃
i=1

Ci,

where

A = {a1, a2, . . . , ak},
Bi = {bi,1, bi,2, . . . , bi,m} (1 ≤ i ≤ k + 2),

B′
i = {b′i,1, b′i,2, . . . , b′i,m, b′i,m+1} (1 ≤ i ≤ k + 2),

Ci = {xi,1, . . . , xi,m, yi,1, . . . , yi,m+1, zi} (1 ≤ i ≤ k(k + 2)).

a1 a2
a3

B1 B5

B1’ B’2 B5’

A

xi,1
xi,2
yi,1
yi,2

zi

yi,3

C1 C2 C14 C15

k=3
m=2

B2

k+2=5
k(k+2)=15

G(m,k)

Figure 2.11: The graph G(m,k) with k = 3 and m = 2, where |A| = k, |Bi| =
m, |B′

i| = m + 1, |Ci| = 2m + 2, NG(x) = V (G) − x for x ∈ A, and 〈Ci〉G is a
complete graph.

The adjacency of G is defined as follows:

1. NG(ai) = V (G) − ai,

2. 〈Ci〉G = K2m+2.

3. NG(bi,j) = A ∪ {x(i−1)k+1,j , . . . , xik,j} (1 ≤ i ≤ k + 2, 1 ≤ j ≤ m),

4. NG(b′i,j) = A ∪ {y(i−1)k+2,j , . . . , xik+1,j} (1 ≤ i ≤ k + 1, 1 ≤ j ≤ m),
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5. NG(b′k+2,j) = A ∪ {yk(k+1)+2,j, . . . , yk(k+2),j, y1,j},
6. eG(Ci, Cj) = 0 (1 ≤ i < j ≤ m + 1).

Sketch of the proof of Theorem 2.3.3 Let G = G(m, k) be the graph
defined above. It is clear that

|G| = |A| + (k + 2)|Bi| + (k + 2)|B′
i| + k(k + 2)|Ci|

= k + (k + 2)m + (k + 2)(m + 1) + k(k + 2)(2m + 2)

≡ k + km + k(m + 1) ≡ 0 (mod 2).

Hence |G| ≥ k + 1 and k|G| is even.
Let S = A and T = B. Then every C = Ci is a component of G−(S∪T ),

and
k|C| + eG(C, T ) = k(2m + 2) + 2m + 1 ≡ 1 (mod 2).

Hence C is a k-odd component of G − (S, T ). Thus we have

δ(S, T ) = k|S| +
∑
x∈T

degG−S(x) − k|T | − q(S, T )

= k2 +
∑
x∈T

(degG−S(x) − k) − k(k + 2)

= k2 − k(k + 2) = −2k.

Hence G has no k-factor.
We can show that

k − 1 < tough(G) < k.

Let

X =

k(k+2)⋃
i=1

(Ci − zi) ∪ A.

Then |X | = k(k + 2)(2m + 1) + k and

ω(G − S0) =
∣∣∣k+2⋃
i=1

(Bi ∪ B′
i)
∣∣∣+ |

k(k+2)⋃
i=1

{zi}
∣∣∣ = (2m + k + 1)(k + 2).

and if m ≥ k(k + 1), then we can show that

tough(G) =
ω(G − X)

|X | =
k(k + 2)(2m + 1) + k

(2m + k + 1)(k + 2)
< k,

and so for sufficiently large m, k− ε < tough(G), and the theorem is proved.
�

The next theorem gives a sufficient condition for a tough graph to have
an f -factor for some function f .
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Theorem 2.3.4 (Katerinis [85]) (1) Let G be a 2-tough graph. Then for
every function f : V (G) → {1, 2} such that

∑
x∈V (G) f(x) is even, G has an

f -factor.
(2) Let 1 ≤ a ≤ b be integers. If

tough(G) ≥
{

(a+b)2+2(b−a)
4a

if b ≡ a (mod 2)
(a+b)2+2(b−a)+1

4a
otherwise,

then for every function f : V (G) → {a, a + 1, . . . , b} such that
∑

x∈V (G) f(x)
is even, G has an f -factor.

The binding number bind(G) of a simple graph G was defined as

bind(G) = min
X⊂V (G)

{ |NG(X)|
|X | ; where NG(X) �= V (G)

}
.

We proved that if G is of even order and bind(G) ≥ 4
3
, then G has a 1-

factor (Theorem 1.5.7). We now give a sufficient condition for a graph to
have a regular factor by using binding number. This result was obtained by
Katerinis and Woodall [88] and by Egawa and Enomoto [38], independently.

Theorem 2.3.5 ([88], [38]) Let k ≥ 2 be an integer, and G be a simple
connected graph of order n. If n ≥ 4k − 6, kn is even and

bind(G) >
(2k − 1)(n − 1)

k(n − 2) + 3
, (2.34)

then G has a k-regular factor. In particular, (i) if bind(G) ≥ 3
2
, then G has a

2-factor; (ii) if bind(G) ≥ 5
3
, then G has a 3-factor; and (iii) if bind(G) ≥ 2,

then G has a k-factor for every k ≥ 2 with n ≥ 4k − 6.

Note that Woodall [151] proved that every graph G with bind(G) ≥ 3
2

has a Hamiltonian cycle, and so does 2-factor.
In order to prove the above theorem, we need to introduce a new concept,

which will be used in the proofs of other theorems too. Suppose that a
connected graph G has no k-factor. Then by the regular factor theorem,
there exists a pair (X, Y ) of disjoint subsets V (G) such that δ(X, Y ) < 0.
We say that (S, T ) is a maximal pair if |S ∪ T | is maximal among all pairs
(X, Y ) with δ(X, Y ) < 0.

Lemma 2.3.6 Let k ≥ 1 be an integer and G be a connected simple graph
with k|G| even. Suppose G has no k-factor. Let (S, T ) be a maximal pair of
G. Then the following statements hold.
(1) For every u ∈ V (G)−(S∪T ), degG−S(u) ≥ k+1 and |NG(u)∩T | ≤ k−1
.
(2) For every component C of G − (S ∪ T ), we have |V (C)| ≥ 3.
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Proof. (1) Let u ∈ V (G)−(S∪T ). Since δ(S, T∪{u}) ≥ 0 and δ(S, T ) ≤ −2
by δ(S, T ) ≡ 0 (mod 2), we have

2 ≤ δ(S, T ∪ {u}) − δ(S, T )

= k|S| +
∑

x∈T∪{u}
degG−S(x) − k|T ∪ {u}| − q(S, T ∪ {u})

−
(
k|S| +

∑
x∈T

degG−S(x) − k|T | − q(S, T )
)

≤ degG−S(u) − k − hG(S, T ∪ {u}) + q(S, T )

≤ degG−S(u) − k + 1. (by q(S, T ∪ {u}) ≥ q(S, T ) − 1)

Hence
k + 1 ≤ degG−S(u).

Similarly, it follows that

2 ≤ δ(S ∪ {u}, T ) − δ(S, T )

= k|S ∪ {u}| +
∑
x∈T

degG(x) − k|T |

−eG(S ∪ {u}, T ) − q(S ∪ {u}, T )

−
(
k|S| +

∑
x∈T

degG(x) − k|T | − eG(S, T ) − q(S, T )
)

≤ k − eG(u, T ) − hG(S ∪ {u}, T ) + q(S, T )

≤ k − eG(u, T ) + 1. (by q(S ∪ {u}, T ) ≥ q(S, T ) − 1)

since q(S ∪ {u}, T ) ≥ q(S, T ) − 1. Hence

|NG(u) ∩ T | = eG(u, T ) ≤ k − 1.

(2) Let C be a component of G − (S ∪ T ) and u ∈ V (C) (Figure 2.12).
By (1), we have

|V (C) − {u}| ≥ |NG(u) ∩ V (C)| = degG−S(u) − |NG(u) ∩ T |
≥ k + 1 − (k − 1) = 2.

Hence |V (C)| ≥ 3. Consequently the lemma is proved. �

Lemma 2.3.7 Let G be a connected simple graph of order n and bind(G) >
b. Then the minimum degree δ(G) satisfies

δ(G) >
(b − 1)n + 1

b
.
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Cm

|S|=s
|T|=t

Z

u

h

C C1

Figure 2.12: G − (S ∪ T ), u ∈ V (C) and M = V (G) − (S ∪ T ) − V (D).

Moreover, if X is a non-empty independent set of G, then

|NG(X)| >
(b − 1)n + |X |

b
.

Proof. Let X be a non-empty independent set of G, and let Y = V (G) −
NG(X). Then X ⊆ Y and NG(Y ) ⊆ V (G) − X, and thus

n − |X | ≥ |NG(Y )| > b|Y | = b(n − |NG(X)|).
Hence

|NG(X)| >
(b − 1)n + |X |

b
.

For any vertex v of G, since {v} is an independent set of G, we have

degG(v) = |NG({v})| >
(b − 1)n + 1

b
,

and the lemma is proved. �

In the proof of [88], the authors assume k ≥ 3 since they use a result of
[151] for k = 2. Our proof includes the case k = 2 and is based on [38].

Proof of Theorem 2.3.5. Let b be the right-hand-side of (2.34). By
Lemma 2.3.7,

δ(G) >
(b − 1)n + 1

b
=

(
(2k−1)(n−1)

k(n−2)+3
− 1

)
n + 1

(2k−1)(n−1)
k(n−2)+3

=
(k − 1)n + 2k − 3

(2k − 1)
=

(k − 1)n − 2

(2k − 1)
+ 1.
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Hence

δ(G) ≥ (k − 1)n − 1

(2k − 1)
+ 1 >

(k − 1)n

(2k − 1)
. (2.35)

Assume that G has no k-factor. Let (S, T ) be a maximal pair of G, where
S ∪ T �= ∅ since δ(∅, ∅) = 0 by kn ≡ 0 (mod 2). Put

s = |S| and t = |T |.
Let m be the number of components of G−(S∪T ) and c denote the minimum
order of components of G − (S ∪ T ). Then by the Regular Factor Theorem
and Lemma 2.3.6, we have

−2 ≥ δ(S, T ) = k|S| +
∑
x∈T

degG−S(x) − k|T | − q(S, T )

≥ ks +
∑
x∈T

degG−S(x) − kt − m, (2.36)

m ≤ n − s − t, (2.37)

3 ≤ c ≤ n − s − t

m
(when m ≥ 1), and (2.38)

δ(G) ≤ c − 1 + s + t. (2.39)

Claim. T �= ∅.
Suppose T = ∅. Then t = 0 and s ≥ 1, and by (2.36) and (2.37),

ks + 2 ≤ m ≤ n − s. (2.40)

Hence by (2.35), (2.39), (2.38) and by (2.40), we have

(k − 1)n

(2k − 1)
< δ(G) ≤ c − 1 + s ≤ n − s

m
− 1 + s

≤ n − s

ks + 2
− 1 + s =

n − 2

k + 1
− (n − 2 − ks − s)(ks − k + 1)

(k + 1)(ks + 2)
.

Since n − 2 − ks − s ≥ 0 by (2.40), it follows that

(k − 1)n

2k − 1
<

n − 2

k + 1
.

This is equivalent to (k2 − 1)n < (2k − 1)(n − 2), which is a contradiction
since k2 − 1 > 2k − 1 when k ≥ 3 and 3n > 3(n − 2) when k = 2. Therefore
the claim is proved.
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By the above claim, we define

h = min
x∈T

degG−S(x).

Clearly
δ(G) ≤ h + s. (2.41)

We shall consider the three cases.

Case 1. h = 0.

Let Z = {x ∈ T | degG−S(x) = 0} �= ∅. Since Z is an independent set,
we have by Lemma 2.3.7,

s = |S| ≥ |NG(Z)| >
(b − 1)n + |Z|

b

=

(
(2k−1)(n−1)

k(n−2)+3
− 1

)
n + |Z|

(2k−1)(n−1)
k(n−2)+3

=
(k − 1)n + k|Z| + (k−3)(n−|Z|)

n−1

2k − 1

≥ (k − 1)n + |Z| − 1

2k − 1
. (2.42)

On the other hand, by (2.36) and (2.37), we obtain

−2 ≥ ks − k|Z| +
∑

x∈T−Z

(degG−S(x) − k) − m

≥ ks − k|Z| + (1 − k)(t − |Z|) − (k − 1)(n − s − t),

where m ≤ (k − 1)(n − s − t). Hence

s ≤ (k − 1)n + |Z| − 2

2k − 1
.

This contradicts (2.42).

Case 2. 1 ≤ h ≤ k − 1.

By (2.36), (2.37) and by the assumption k − h ≥ 1 of this case, we have

ks + (h − k)t − (k − h)(n − s − t) ≤ −2.

Thus

s ≤ (k − h)n − 2

2k − h
. (2.43)

On the other hand, we obtain by (2.35) and (2.41)

(k − 1)n − 1

2k − 1
+ 1 ≤ δ(G) ≤ s + h.
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By combining the above inequality with (2.43), we have

(k − 1)n − 1

2k − 1
≤ h − 1 +

(k − h)n − 2

2k − h
.

Hence
(h − 1)kn ≤ (h − 1)(2k − 1)(2k − h) − (2k + h − 2).

This implies h ≥ 2, and thus

kn ≤ (2k − 1)(2k − h) − 2k + h − 2

h − 1

= 4k2 − 2(h + 1)k − 2k + h − 2

h − 1
< 4k2 − 6k.

This contradicts the assumption n ≥ 4k − 6.

Case 3. h = k.

It is clear from (2.36) that m ≥ ks + 2. So by (2.38),

3 ≤ c ≤ n − s − t

m
≤ n − s − 1

ks + 2
,

and thus

ks + 2 ≤ n − s − t

3
≤ n − 1

3
. (2.44)

If k ≥ 3, then by (2.35) and (2.41), we have

(k − 1)n

2k
<

(k − 1)n + 2k − 3

2k − 1
≤ δ(G) ≤ h + s = k + s.

Since k + s ≤ sk + 2, we have

(k − 1)n

2k
<

n − 1

3
,

which is equal to (k−3)n+2k < 0, a contradiction. If k = 2, then by (2.35),
(2.41) and (2.44), we have

n − 1

3
<

(k − 1)n − 1

2k − 1
+ 1 ≤ δ(G) ≤ h + s = k + s ≤ sk + 2 ≤ n − 1

3
.

This is a contradiction.

Case 4. h > k.

By (2.36), we have −2 ≥ ks + (h − k)t − m, and so

m ≥ ks + t + 2 ≥ s + t + 2 (2.45)
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Then m ≥ 3, and by (2.45), (2.38) and (2.39), we obtain

δ(G) ≤ c − 1 + s + t ≤ c + m − 3

≤ c + m − 3 +
(c − 3)(m − 3)

3
=

cm

3
≤ n

3
.

This contradicts (2.35). Consequently the theorem is proved. �

We now show that the conditions in Theorem 2.3.5 are sharp. Let us
define the graph Gn,k as follows:

Gn,k = Km + (nk − 1)K2, where m = 2(nk − n − 1).

Then we can show that (i) Gn,k has no k-factor, kn is even, and

bind(Gn,k) = 2 − 2n − 1

2nk − 3
=

(2k − 1)(n − 1)

k(n − 2) + 3
.

Note that (ii) when k = 2, bind(G) → 3
2

as n → ∞; (iii) when k = 3,
bind(G) → 5

3
as n → ∞; and (iv) when k ≥ 4, bind(G) → 2 − 1

k
as n → ∞.

Theorem 2.3.8 (Kano and Tokushige [79]) Let a and b be integers such that
1 ≤ a ≤ b and 2 ≤ b, and let G be a connected simple graph with order
n, n ≥ (a + b)2/2. Let f : V (G) → {a, a + 1, . . . , b} be a function such that∑

x∈V (G) f(x) ≡ 0 (mod 2). If one of the following two conditions is satisfied,
then G has an f -factor.

(1 ) bind(G) ≥ (a + b − 1)(n − 1)

an − (a + b) + 3
.

(2 ) δ(G) ≥ bn − 2

a + b
.

In order to prove the above theorem, by the f -Factor Theorem 2.1.2 we
should show that

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − f(x)) − q(S, T ) ≥ 0.

Since a ≤ f(x) ≤ b, it suffices to show that

a|S| +
∑
x∈T

degG(x) − b|T | − q(S, T ) ≥ 0.

The proof of this inequality is similar to that of Theorem 2.3.5
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It is well-known that if α(G) ≤ κ(G), then a graph G has a Hamiltonian
cycle (Theorem 11 in Basic Terminology). The next theorem gives a sufficient
condition for a graph to have a regular factor using independence number
α(G) and connectivity κ(G). A similar result was obtained by Katerinis [82],
which says that if k ≥ 2, k|G| is even, |G| ≥ k + 1 and if

(k + 1)2

4k
α(G) +

5k − 4

8
− 2

k
≤ κ(G),

then G has a k-regular factor.

Theorem 2.3.9 (Nishimura [117]) Let k ≥ 2 be an integer, and G be a con-
nected simple graph. If k|G| is even and one of the following two conditions
holds, then G has a k-regular factor.
(1) k is odd, (k + 1)2/2 ≤ κ(G) and ((k + 1)2/4k)α(G) ≤ κ(G).
(2) k is even, k(k + 2)/2 ≤ κ(G) and ((k + 2)/4)α(G) ≤ κ(G).

Proof. Assume that k is odd and G has no k-factor. Let (S, T ) be a
maximal pair of G. Since k|G| is even and G is connected, S ∪ T �= ∅. Set
U = V (G) − (S ∪ T ).

T2

T T3

S

Ca+1C1

v1

Ca

|Ni|=ni Tm

v2

vm

N2

N1

Nm

Ca+b

x

y

U

T1

Figure 2.13: A maximal pair (S, T ), vertices vi, closed neighborhoods Ni and
components Ci of G − (S ∪ T ).

Let T1 = 〈T 〉G, and v1 be a vertex of T1 with minimum degree, and let
N1 = NT1 [v1] = NT1(v1) ∪ {v1} and T2 = T1 − N1. For i ≥ 2, we inductively
define vi, Ti and Ni until Ti+1 = ∅ as follows (Figure 2.13):
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Let vi be a vertex of Ti with minimum degree, and

Ni = NTi
[vi] and Ti+1 = Ti − Ni.

Assume Tm+1 = ∅, and let ni = |Ni| for every 1 ≤ i ≤ m.

Then the following three statements hold, and their proofs are given below.

α(〈T 〉G) ≥ m, (2.46)

|T | = n1 + n2 + · · ·+ nm (2.47)∑
1≤i≤m

(∑
x∈Ni

degTi
(x)

)
≥

∑
1≤i≤m

(n2
i − ni). (2.48)

(2.46) is an immediate consequence of the fact that {v1, . . . , vm} is an inde-
pendent set of 〈T 〉G. (2.47) follows from Tm+1 = ∅. Since degTi

(x) ≥ ni − 1
for every x ∈ V (Ti) and |Ni| = ni, (2.48) holds.

An edge xy joining x ∈ Ni and y ∈ Nj (1 ≤ i < j ≤ m) is counted in
degG−S(x), degG−S(y) and degTi

(x) but not in degTj
(y), and thus by (2.48),

we have∑
x∈T

degG−S(x) ≥
∑

1≤i≤m

(n2
i − ni) +

∑
1≤i<j≤m

eG(Ni, Nj) + eG(T, U). (2.49)

Let c = κ(G − S). Then we have

eG(Ni,
⋃
j �=i

Nj)+eG(Ni, U) ≥ c for every 1 ≤ i ≤ m. (2.50)

Note that the above inequality does not hold when m = 1 and U = ∅.
However, in this case, by the choice of v1, we have

0 > δ(S, T ) = k|S| +
∑
x∈T

degG−S(x) − k|T | − q(S, T )

≥ k|S| + n1(n1 − 1) − kn1,

which implies

|G| = |S| + n1 < n1 − n1(n1 − 1)

k
+ n1 =

n1(2k + 1 − n1)

k

≤ k(k + 1)

k
= k + 1,

(since n1(2k + 1 − n1) takes a maximum value when n1 = k).

This contradicts the assumption that |G| ≥ κ(G) ≥ (k+1)2

2
.
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By summing up (2.50), we have

∑
1≤i≤m

(
eG(Ni,

⋃
j �=j

Nj) + eG(Ni, U)
)

= 2
∑

1≤i<j≤m

eG(Ni, Nj) + eG(T, U) ≥ cm. (2.51)

By (2.49) and (2.51), we get

∑
x∈T

degG−S(x) ≥
∑

1≤i≤m

ni(ni − 1) +
cm + eG(T, U)

2
. (2.52)

By applying (2.49) and (2.52) to δ(S, T ) ≤ −2, we have

−2 ≥ δ(S, T ) = k|S| +
∑
x∈T

degG−S(x) − k|T | − q(S, T )

≥ k|S| +
∑

1≤i≤m

ni(ni − 1) +
mc + eG(T, U)

2
−

∑
1≤i≤m

kni − ω(U)

= k|S| +
∑

1≤i≤m

ni(ni − k − 1) +
mc + eG(T, U)

2
− ω(U)

≥ k|S| − (k + 1)2m

4
+

mc + eG(T, U)

2
− ω(U) (2.53)

(since ni(ni − k − 1) takes a minimum value when ni = k+1
2

).

Let C1, . . . , Ca be the components of G − (S ∪ T ) such that V (Ci) ⊆
NG({v1, v2, . . . , vm}), and let Ca+1, . . . , Ca+b be the other components of
G − (S ∪ T ). We estimate eG(T, U). If c ≥ 1 and T = ∅, then ω(U) = 1
and so q(S, ∅) ≤ 1 and δ(S, ∅) = k|S| − q(S, ∅) ≥ k − 1 ≥ 0, a contradiction.
Therefore if c ≥ 1, then T �= ∅, and thus

eG(Ci, T ) ≥ c for all 1 ≤ i ≤ a + b.

By Lemma 2.3.6, eG(Ci, T ) ≥ |Ci| ≥ 3 for every 1 ≤ i ≤ a. Hence

eG(T, U) ≥
∑

1≤i≤m

eG(Ci, T ) ≥ 3a + cb. (2.54)

Since

ω(U) = a + b, α(G) ≥ |{v1, . . . , vm}| + b = m + b, and κ(G) ≤ |S| + c,
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by (2.53) we have

−2 ≥ k|S| − (k + 1)2m

4
+

mc + eG(T, U)

2
− ω(U)

≥ k(κ(G) − c) − (k + 1)2m

4
+

mc + 3a + cb

2
− a − b

≥ k(κ(G) − c) −
((k + 1)2

4
− c

2

)
(m + b) (by (k+1)2

4
> 1)

≥ k(κ(G) − c) −
((k + 1)2

4
− c

2

)
α(G)

≥ k(κ(G) − c) −
((k + 1)2

4
− c

2

) 4kκ(G)

(k + 1)2

(by the assumption (k+1)2α(G)
4k

≤ κ(G))

≥ kc(
2κ(G)

(k + 1)2
− 1) ≥ 0. (by the assumption (k+1)2

2
≤ κ(G))

This contradiction completes the proof of the case where k is odd.
When k is even, we have the following instead of (2.53) since ni(ni − k −

1) ≥ −k(k+2)
4

.

−2 ≥ k|S| − k(k + 2)2m

4
+

mt + eG(T, U)

2
− ω(U).

Then we can similarly derive a contradiction. Consequently the theorem is
proved. �

We now show that the condition (k+1)2

4k
α(G) ≤ κ(G) and k+2

4
α(G) ≤ κ(G)

are best possible. Let k ≥ 2 be integer, and

G = Ks + tK(k+1)/2 or G = Ks + tKk/2

according to the parity of k. If s and t satisfy

ks <
t(k + 1)2

4
or ks <

tk(k + 2)

4
,

then G has no k-factor. Also, the above inequalities are equivalent to

(k + 1)2

4k
α(G) > κ(G) or

k(k + 1)

4k
α(G) > κ(G).

Hence we can choose s and t so that the difference between (k+1)2

4k
α(G) and

κ(G) is as small as we want. Therefore the conditions are sharp. Note that
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we can easily choose s and t so that they satisfy the above conditions and
k|G| is even.

We next consider sufficient conditions for a graph to have a regular factor
using neighborhoods.

Theorem 2.3.10 Let k ≥ 2 be an integer, and G be a connected simple
graph of order n such that δ(G) ≥ k and kn is even. If one of the following
three conditions holds, then G has a k-regular factor.
(1) δ(G) ≥ n/2 and n ≥ 4k − 5. (Egawa and Enomoto [38]; Katerinis [82])
(2) degG(x) + degG(y) ≥ n for every pair of non-adjacent vertices x and y
of G and n ≥ 4k − 5. (Iida and Nishimura [63])
(3) max{degG(x), degG(y)} ≥ n/2 for every pair of non-adjacent vertices x
and y of G and n ≥ 4k − 3. (Nishimura [119]).

For a graph G, we define NC(G) as

NC(G) = min{|NG(x) ∪ NG(y)| | x, y ∈ V (G), xy �∈ E(G)},

that is, NC(G) is the minimum size of NG(x) ∪ NG(y) taken over all pairs
of non-adjacent vertices x and y of G. For a graph G with sufficiently large
order, Niessen generalizes the above theorem by using NC(G) as follows:

Theorem 2.3.11 (Niessen [113] (1995)) Let k ≥ 2 be an integer, and G be
a connected simple graph of order n such that kn is even and n ≥ 8k − 7. If
one of the following two conditions holds, then G has a k-regular factor.
(1) NC(G) ≥ n/2 and δ(G) ≥ k + 1.
(2) NC(G) ≥ (n + k − 2)/2 and δ(G) ≥ k.

Note that Niessen obtained a more general result, that is, he proved that
if δ(G) ≥ k, n ≥ 8k − 7 and NC ≥ n/2, then G has a k-regular factor
or G belongs to two families of exceptional graphs ([113]), which have no k-
factors. The above theorem is an easy consequence of this result; but we shall
prove the above theorem because of simplicity. Furthermore, when k = 2,
Broersma, van den Heuvel and Veldman obtained the next theorem, and so
we assume k ≥ 3, which makes the proof shorter.

Theorem 2.3.12 [23] Let G be a 2-connected graph. If NC(G) ≥ |G|/2,
then G has a Hamiltonian cycle, G is the Petersen graph, or G belongs to
one of three families of exceptional graphs.

We prove only (1) of Theorem 2.3.11, but the proof is almost the same
as the original one. In order to do so, we need the next two lemmas.
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Lemma 2.3.13 Let G be a connected simple graph of order n, and let ∅ �=
X ⊂ V (G). If NC(G) ≥ n/2, then the following statements hold.
(1) If |X | ≥ 3, then ω(G − X) ≤ |X |.
(2) If |X | ≤ 3, then ω(G − X) ≤ 3.
(3) If 4 ≤ |X | < (n + 20)/6, then ω(G − X) ≤ 4.

Proof. (1) Let m = ω(G−X). If m ≤ 3, then the lemma holds, and so we
may assume m ≥ 4. Let C1, C2, . . . , Cm be the components of G−X, where
|C1| ≤ |C2| ≤ · · · ≤ |Cm|. For two vertices x ∈ V (C1) and y ∈ V (C2), we
have

n

2
≤ |NG(x) ∪ NG(y)| ≤ |C1| − 1 + |C2| − 1 + |X |.

Thus
n

2
+ 2 − |X | ≤ |C1| + |C2| ≤ 2 · n − |X |

m
.

This is equivalent to

m(n + 4 − 2|X |) ≤ 4(n − |X |). (2.55)

If |X | ≥ n
2
, then m ≤ |V (G) − X| ≤ n

2
≤ |X |, and (1) holds. Thus we may

assume 3 ≤ |X | < n
2
. Suppose m ≥ |X | + 1. Then by (2.55),

(|X | + 1)(n + 4 − 2|X |) ≤ 4(n − |X |),

which implies

(2|X | − n)(|X| − 3) ≥ 4.

This is a contradiction. Therefore m ≤ |X |, which implies (1).

(2) We may assume 1 ≤ |X | ≤ 3 since if X = ∅, (2) clearly holds. Assume
m ≥ 4. By (2.55), we have

4(n + 4 − 2|X |) ≤ 4(n − |X |),

which implies 4 ≤ |X |, a contradiction. Thus (2) follows.

(3) Assume that 4 ≤ |X | < (n + 20)/6 and m ≥ 5. Then n + 4 − 2|X | >
(2n − 8)/3 ≥ 0. Thus, by (2.55) we have

5(n + 4 − 2|X |) ≤ 4(n − |X |),

which implies n + 20 ≤ 6|X |. This contradicts |X | < (n + 20)/6, and thus
(3) holds. �
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Lemma 2.3.14 Let k ≥ 2 be an integer. Suppose that a connected simple
graph G with k|G| even has no k-regular factor. Let (S, T ) be a maximal
pair of G. Assume T �= ∅. Choose a subset T ∗ ⊆ T so that δ(S, T ∗) < 0
but δ(S, T ′) ≥ 0 for every proper subset T ′ ⊂ T ∗. If T ∗ �= ∅, then for every
u ∈ T ∗ we have

degG−S(u) ≤ k − 2 + c(u) ≤ k − 2 + q(S, T ∗),

where c(u) denotes the number of k-odd components of G−(S∪T ∗) joined to u
by edges of G, and q(S, T ∗) is the number of k-odd components of G−(S∪T ∗).
In particular, |NG(u) ∩ T ∗| ≤ k − 2 for every u ∈ T ∗.

Proof. Since δ(S, T ∗) ≤ −2 and δ(S, T ∗ \ {u}) ≥ 0, we have

2 ≤ δ(S, T ∗ \ {u}) − δ(S, T ∗)

= k|S| +
∑

x∈T ∗\{u}
degG−S(x) − k|T ∗ \ {u}| − q(S, T ∗ \ {u})

−
(
k|S| +

∑
x∈T ∗

degG−S(x) − k|T ∗| − q(S, T ∗)
)

= − degG−S(u) + k − hG(S, T ∗ \ {u}) + q(S, T ∗).

Since q(S, T ∗ \ {u}) ≥ q(S, T ∗) − c(u), we obtain

degG−S(u) ≤ k − 2 + c(u) ≤ k − 2 + q(S, T ∗). �

Proof of (1) of Theorem 2.3.11 Suppose that k ≥ 3 and G satisfies the
conditions in (1), but has no k-factor. Let (S, T ) be a maximal pair, and if
T �= ∅, choose a subset T ∗ ⊆ T as Lemma 2.3.14. Then δ(S, T ) ≤ −2 by the
Regular Factor Theorem, which is equivalent to

q(S, T ) ≥ k|S| + 2 − k|T | +
∑
x∈T

degG−S(x). (2.56)

Since kn is even, S ∪ T �= ∅. Let

s = |S|, t = |T | and U = V (G) − (S ∪ T ).

Claim 1. T �= ∅ and T ∗ �= ∅.
Assume T = ∅. Then S �= ∅. By (2.56), we have q(S, ∅) ≥ k|S| + 2 ≥ 5.

This implies ω(G − S) ≥ 5, which contradicts Lemma 2.3.13. Hence T �= ∅.
If T ∗ = ∅, then δ(S, ∅) ≤ −2, and so (2.56) holds, and we can derive a
contradiction as above. Therefore T ∗ �= ∅.
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Claim 2. |T ∗| ≤ k − 1.

Since the proof of Claim 2 is difficult and long, we shall give it after the
proof of the theorem, i.e., we continue the proof under the assumption that
Claim 2 holds.

Claim 3. T ∗ induces a complete graph of G.

Suppose that there exist two non-adjacent vertices v, w ∈ T ∗. Then
|T ∗| ≥ 2. By NC(G) ≥ n/2 ≥ 4k − (7/2), we have

degG−S(v) + degG−S(w) ≥ |NG(v) ∪ NG(w)| − |S| ≥ 4k − 3 − |S|. (2.57)

Furthermore, for every x ∈ T ∗ − {v, w}, it follows that degG−S(x) ≥ δ(G) −
|S| ≥ k + 1 − |S|. Hence setting |T ∗| = t∗, we have by (2.56) that

q(S, T ∗) ≥ k|S| + 2 − k|T ∗| +
∑
x∈T ∗

degG−S(x)

≥ ks + 2 − kt∗ + (t∗ − 2)(k + 1 − s) + 4k − 3 − s

= s(k + 1 − t∗) + t∗ + 2k − 3

≥ 2s + t∗ + 2k − 3 ≥ 2 + 6 − 3 = 5. (by Claim 2)

We can derive a contradiction from Lemma 2.3.13 as q(S, T ∗) > |S ∪ T ∗| =
s + t∗ (see the above inequality). Therefore Claim 3 is proved.

By the previous claims, we know that

1 ≤ |T ∗| ≤ k − 1 and T ∗ induces a complete graph.

Let C1, C2, . . . , Cm be the k-odd components of G − (S ∪ T ∗), where m =
q(S, T ∗) and |C1| ≤ |C2| ≤ · · · ≤ |Cm|.

If ω(G − (S ∪ T ∗)) ≥ 2, then the edge-maximality of G implies m =
ω(G − S ∪ T ∗), that is, if there is an even component, then we can add an
edge joining an even component to a k-odd component because the resulting
graph still has no k-factor since δ(S, T ∗) does not change. By the same
reasons, we may assume that each component Ci induces a complete graph.
We consider two cases.

Case 1. |T ∗| = 1.

Let T ∗ = {u}. If S = ∅, then by (2.56) we have

q(∅, {u}) ≥ 2 − k + degG(u) ≥ 2 − k + δ(G) ≥ 3. (2.58)

By Lemma 2.3.13 we have q(∅, {u}) ≤ ω(G−{u}) ≤ 3, and so q(∅, {u}) = 3.
By substituting q(∅, {u}) = 3 into (2.58), we have

degG(u) = δ(G) = k + 1.
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Let C1, C2, C3 be the components of G−T ∗ = G−{u}. Since 1 ≤ eG(u, Ci) ≤
degG(u)−2 = k−1 for every 1 ≤ i ≤ 3 and |Ci| ≥ δ(G) ≥ k +1, there exists
a vertex yi ∈ V (Ci) such that xyi �∈ E(G). It follows that

3∑
i=1

(
|Ci| + eG(u, V (G) − V (Ci))

)
= n − 1 + 2 degG(u) = n + 2k + 1.

We may assume that C1 takes the minimum value among all |Ci|+eG(u, V (G)−
V (Ci), 1 ≤ i ≤ 3. For two vertices u and y1 ∈ V (C1), we have

n

2
≤ |NG(u) ∪ NG(y1)| ≤ |C1| + eG(u, V (G) − V (C1)) − 1 ≤ n + 2k − 2

3
.

This is a contradiction. Therefore S �= ∅.
It is clear that degG−S(u) ≥ δ(G) − |S| ≥ k + 1 − s. By (2.56), we have

q(S, {u}) ≥ k|S| + 2 − k + degG−S(u) ≥ (k − 1)s + 3 ≥ 5.

This inequality contradicts Lemma 2.3.13 as q(S, {u}) ≥ s + 1.

Case 2. |T ∗| ≥ 2.

It follows from Claim 2 that 2 ≤ |T ∗| ≤ k − 1. We first assume S = ∅.
Since δ(S, T ∗) ≤ −2 and δ(G) ≥ k + 1, we have

q(∅, T ∗) ≥ 2 − k|T ∗| +
∑
x∈T ∗

degG(x) ≥ 2 + |T ∗| ≥ 4.

This contradicts Lemma 2.3.13 as q(∅, T ∗) ≥ |T ∗| + 1. So we may assume
that S �= ∅. Let

U∗ = V (G) − (S ∪ T ∗).

Since |S| + |T ∗| ≥ 1 + 2 = 3, by Lemma 2.3.13 we have

q(S, T ∗) ≤ s + t∗. (2.59)

By Claim 3 and δ(G) ≥ k + 1, we have∑
x∈T ∗

degG−S(x) = t∗(t∗ − 1) + eG(T ∗, U∗)

≥ t∗(t∗ − 1) + t∗(k + 1 − s − (t∗ − 1)) (2.60)

Combining (2.56), (2.59) and (2.60), we obtain

s + t∗ ≥ q(S, T ∗) ≥ ks + 2 − kt∗ + t∗(t∗ − 1) + t∗(k + 1 − s − (t∗ − 1))

= (k − t∗)s + 2 + t∗ ≥ s + 2 + t∗. (by Claim 2).
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|S|=s
|T|=t
|T*|>k-1

v1
v2

h1
h2

h(S,T)
G-S

Figure 2.14: Proof of Claim 2; |T ∗| ≥ k, v1, v2, G − S, S and T .

This is a contradiction. Consequently Theorem 2.3.11 is proved. �

We now prove the Claim 2.

Claim 2. |T ∗| ≤ k − 1.

Proof. Suppose
|T ∗| ≥ k.

Then 3 ≤ k ≤ |T ∗| ≤ |T | = t. Define

h1 = min
x∈T

degG−S(x),

and choose a vertex v1 ∈ T so that degG−S(v1) = h1, and v1 ∈ T ∗, if possible
(see Figure 2.14).

Sub-Claim 2A. h1 ≤ k.

Assume h1 ≥ k + 1. Then by (2.56) we have

ω(G − (S ∪ T )) ≥ q(S, T ) ≥ ks + 2 + t ≥ 4.

This contradicts Lemma 2.3.13 as |S∪T | = s+t < ks+t+2 ≤ ω(G−(S∪T )).
Hence the sub-claim is proved.

Sub-Claim 2B. T \ NG[v1] �= ∅.
Suppose T ⊆ NG[v1], which implies T ⊆ NG−S [v1]. If v1 ∈ T ∗, then

|NG(v1)∩T ∗| = |T ∗−v1| ≥ k−1 as |T ∗| ≥ k, which contradicts Lemma 2.3.14.
Hence v1 �∈ T ∗. Thus

|T | ≥ |T ∗| + 1 ≥ k + 1 and h1 ≥ |T − v1| ≥ |T ∗| ≥ k.

On the other hand, |T | ≤ |NG−S [v1]| ≤ h1 + 1 ≤ k + 1 by Sub-Claim 2A.
Hence

t = |T | = k + 1, h1 = k, T = T ∗ ∪ {v1} and t∗ = k.
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By the choice of v1, v1 �∈ T ∗ implies degG−S(x) ≥ h1 + 1 for every x ∈ T ∗.
By (2.56) we have

q(S, T ) ≥ ks + 2 − kt + h1 + t∗(h1 + 1) = ks + 2 + k > s + t,

which contradicts Lemma 2.3.13. Thus T \ NG[v1] �= ∅, and Sub-Claim 2B
holds.

Choose a vertex v2 ∈ T \ NG(v1) so that degG−S(v2) is minimum among
all vertices in T \ NG(v1). Let h2 = degG−S(v2). Then

∑
x∈T

degG−S(x) ≥
⎧⎨
⎩

h1(h1 + 1) + h2(|T | − h1 − 1) if |T | ≥ h1 + 2,
h2

1 + h2 if |T | = h1 + 1,
h1(h1 − 1) + h2 if |T | = h1,

≥ h1(h1 + 1) + h2(t − h1 − 1). (by h1 ≤ h2) (2.61)

Hereafter we often use the above inequality without specifically mention-
ing it. By NC(G) ≥ n

2
, we have n

2
≤ |NG(v1) ∪NG(v2)| ≤ |S|+ h1 + h2, and

so

s = |S| ≥
⌈n

2

⌉
− h1 − h2 ≥ 4k − 3 − h1 − h2. (by n ≥ 8k − 7) (2.62)

We consider three cases.

Case A. 0 ≤ h2 ≤ k − 1.

Using (2.56), we have

q(S, T ) ≥ k|S| + 2 − k|T | +
∑
x∈T

degG−S(x)

≥ ks + 2 − kt + h1(h1 + 1) + h2(t − h1 − 1)

= ks + 2 + (h2 − k)t + (h1 + 1)(h1 − h2)

Since q(S, T ) ≤ ω(S, T ) ≤ |U |, by the above inequality we have

(k − h2)t + |U | ≥ ks + 2 + (h1 + 1)(h1 − h2)

= k(n − t − |U |) + 2 + (h1 + 1)(h1 − h2)

and thus

t ≥ kn + 2 + (h1 + 1)(h1 − h2)

2k − h2

− k + 1

2k − h2

|U |

≥ kn + 2 + (h1 + 1)(h1 − h2)

2k − h2
− |U | (by 2k − h2 ≥ k + 1)
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By (2.62) we can obtain

n = t + |U | + s ≥ kn + 2 + (h1 + 1)(h1 − h2)

2k − h2

+
n

2
− h1 − h2

=
h2

1 − (2k − 1)h1 − h2

2k − h2

+
kn + 2

2k − h2

+
n

2
− h2

Here the right-hand-side takes its minimum value when h1 = h2 since 0 ≤
h1 ≤ h2 ≤ k − 1, and thus

n ≥ kn + 2

2k − h2

+
n

2
− 2h2,

which is equivalent to 8h2k − 4h2
2 − 4 ≥ nh2. Therefore h2 ≥ 1 and hence

n ≤ 8k − 4h2 − 4
h2

≤ 8k − 8. This contradicts the assumption n ≥ 8k − 7.

Case B. h2 = k.

By Lemma 2.3.6, we have |U | ≥ 3q(S, T ). Combining this with (2.56),
we have

|U |
3

≥ q(S, T ) ≥ k|S| + 2 +
∑
x∈T

degG−S(x) − k|T |

= ks + 2 + h1(h1 + 1) + k(t − h1 − 1) − kt

= k(n − t − |U |) + 2 − (k − h1)(h1 + 1),

and thus (
k +

1

3

)
(n − s) =

(
k +

1

3

)
(|U | + t)

≥ kn + 2 − (k − h1)(h1 + 1) +
t

3
.(

k +
1

3

)
n − kn − 2 ≥

(
k +

1

3

)
s − (k − h1)(h1 + 1).

Therefore we have

n

3
− 2 =

(
k +

1

3

)
n − kn − 2 ≥

(
k +

1

3

)
s − (k − h1)(h1 + 1)

≥
(
k +

1

3

)(n

2
− h1 − k

)
− (k − h1)(h1 + 1) (by (2.62)

= h2
1 − (2k +

1

3
− 1

)
h1 +

(
k +

1

3
)
(n

2
− k

)
− k.

Since the right-hand-side takes the minimum value when h1 = k since 0 ≤
h1 ≤ h2 = k,
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n

3
− 2 ≥

(
k +

1

3

)(n

2
− 2k

)
.

Thus
12k2 + 4k − 12 ≥ (3k − 1)n ≥ (3k − 1)(8k − 7),

i.e., we have

0 ≥ 12k2 − 33k + 19k = (k − 2)(12k − 9) + 1.

This is a contradiction since k ≥ 3.

Case C. h2 ≥ k + 1.

We shall consider six subcases.

Subcase C1. h1 = k and t = k.

In this case T ∗ = T as k = |T | ≥ |T ∗| ≥ k. By (2.56), we have

q(S, T ) ≥ ks + 2 − k2 + k(k − 1) + k + 1 = ks + 3 ≥ 3.

If s+ t ≥ q(S, T ), then s+ t ≥ q(S, t) ≥ ks+3, which implies s = 0 (if s ≥ 1,
then s + k = s + t ≥ ks + 3 ≥ k + s + 2, a contradiction.) Therefore

k + 1 ≤ δ(G) ≤ degG(v1) = degG−S(v1) = h1 = k,

a contradiction. Hence s + t = |S ∪ T | < q(S, T ).
By Lemma 2.3.13 and t = k ≥ 3, we have

|S ∪ T | < q(S, T ) ≤ ω(G − (S ∪ T )) ≤ |S ∪ T |.
This is a contradiction.

Subcase C2. h1 = k and t = k + 1.

Since |T | = k + 1 ≥ 4, we can apply Lemma 2.3.13 to S ∪ T , and so by
(2.56)

k + 1 + |S| = |T | + |S| ≥ q(S, T ) ≥ k|S| + 2 − k|T | + h2
1 + h2

= k|S| + 2 − k + h2.

Hence
2k − 1 ≥ (k − 1)|S| + h2.

Since h2 ≥ k + 1, we have S = ∅ and h2 ≤ 2k − 1. By (2.62) we obtain

4k − 3 ≤
⌈n

2

⌉
≤ h1 + h2 ≤ 3k − 1.
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Thus k ≤ 2, a contradiction.

Subcase C3. h1 = k and t ≥ k + 2.

Since |S|+ |T | ≥ k + 2 ≥ 5, we can apply Lemma 2.3.13 to S ∪ T , and so
by (2.56)

s + t ≥ q(S, T ) ≥ k|S| + 2 − k|T | + k(k + 1) + h2(t − k − 1)

0 ≥ (k − 1)s + 2 + t(h2 − k − 1) + (k + 1)(k − h2)

≥ (k − 1)s + h2 − 2k

Hence h2 ≤ 2k − (k − 1)s. By (2.62)

h2 ≥
⌈n

2

⌉
− s − h1 ≥ 3k − 3 − s,

and so we have 3 ≥ k +(k− 2)s. This is a contradiction if k ≥ 4. So we may
assume k = 3. Then s = 0 and the equality holds in all the above inequalities,
in particular, t = q(S, T ) = 5 ≥ ω(G − (S ∪ T )). By Lemma 2.3.13 (3), we
have 5 = t = |S ∪ T | ≥ n+20

6
. This contradicts n ≥ 8k − 7 = 17.

Subcase C4. h1 = k − 1 and t ≥ k.

Clearly

s = |S| ≥ degG(v1) − degG−S(v1) ≥ δ(G) − h1 ≥ k + 1 − h1 = 2. (2.63)

Since s + t ≥ 2 + k ≥ 4, we can apply Lemma 2.3.13 to S ∪ T . If t = k, then
by (2.61) and (2.63) we have

s + t ≥ q(S, T ) ≥ k|S| + 2 − kt + h2
1 + h2

≥ s + t + (k − 1)s − 2k + h2 + 3 > s + t, (by h2 ≥ k + 1)

a contradiction.
Thus we may assume t ≥ k + 1. By (2.56) and (2.61) we have

s + t ≥ q(S, T ) ≥ k|S| + 2 − kt + (k − 1)k + h2(t − k).

Thus

0 ≥ (k − 1)s + 2 + t(h2 − k − 1) + k(k − 1) − h2k

≥ (k − 1)s + 2 + (k + 1)(h2 − k − 1) + k(k − 1) − h2k

= (k − 1)s + h2 − 3k + 1

= (k − 2)s + s + h2 − 3k + 1

≥ (k − 2)s + k − 2 − h1 = (k − 2)s − 1 (by (2.62))



2.3. REGULAR FACTORS AND F -FACTORS IN GRAPHS 111

This is a contradiction since k ≥ 3 and s ≥ 2.

Subcase C5. h1 ≤ k − 2 and t ≥ k.

It follows that

s = |S| ≥ degG(v1) − degG−S(v1) ≥ δ(G) − h1 ≥ k + 1 − h1 ≥ 3. (2.64)

By applying Lemma 2.3.13 to S ∪ T , and by (2.56) and (2.61) we have

s + t ≥ q(S, T ) ≥ k|S| + 2 − kt + h1(h1 + 1) + h2(t − h1 − 1).

Thus by h2 ≥ k + 1 and s ≥ k + 1 − h1 (by 2.64), we have

0 ≥ (k − 1)s + 2 + t(h2 − k − 1) − (h2 − h1)(h1 + 1)

≥ (k − 1)s + 2 + k(h2 − k − 1) − (h2 − h1)(h1 + 1) (2.65)

≥ (k − 1)(4k − 3 − h1 − h2) + 2 + k(h2 − k − 1)

−h2h1 − h2 + h2
1 + h1 (by (2.62))

Then we have

h1(k − 2 + h2) − h2
1 ≥ (k − 1)(4k − 3) − k(k + 1) + 2

= (3k − 2)(k − 2) + 1.

Since left-hand-side takes its maximum when h1 = k − 2 as 0 ≤ h1 ≤ k − 2,
we have

(k − 2)h2 ≥ (3k − 2)(k − 2) + 1.

Hence h2 ≥ 3k − 1. By substituting s ≥ k + 1 − h1 (by 2.64) in (2.65), we
have

0 ≥ (k − 1)(k + 1 − h1) + 2 + k(h2 − k − 1) − (h2 − h1)(h1 + 1)

= 1 − k + h2(k − h1 − 1) + h1(h1 + 2 − k)

= (k − h1 − 2)(h2 − h1) + h2 + 1 − k

≥ 2k > 0 (by h1 ≤ k − 2, h2 ≥ h1 and h2 ≥ 3k − 1.)

This is a contradiction. Consequently Claim 2 is proved, and the proof of
Theorem 2.3.11 is complete. �

It is well-known that a claw-free graph, i.e., a graph with no K1,3 as
an induced subgraph, has good properties (Figure 2.15). For example, we
showed that a connected claw-free graph of even order has a 1-factor. Here
we consider regular factors in such graphs. It is easy to see that every line
graph is claw-free, and Nishimura [118] showed that for an integer k ≥ 2, if a
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connected graph G such that k|E(G)| is even satisfies δ(L(G)) ≥ (9k+12)/8,
then the line graph L(G) of G has a k-factor. This result was extended to the
following Theorem 2.3.15 by Egawa and Ota. Moreover, a similar but weaker
result, which says that every claw-free graph with k|G| even and minimum
degree at least 2k has a k-regular factor, was obtained by Choudum and
Paulraj [32] independently.

G1
G2

Figure 2.15: A claw-free graph G1 and a K1,4-free graph G2, which is not claw-
free.

Theorem 2.3.15 ([40]) Let k ≥ 1 be an integer and G be a connected claw-
free simple graph with k|G| even. If the minimum degree δ(G) of G satisfies

δ(G) ≥ 9k + 12

8
, (2.66)

then G has a k-regular factor.

In the same paper, Egawa and Ota obtained the following theorem,
and showed that the condition on minimum degree is almost best possi-
ble. By substituting n = 3 into the inequality (2.67) below, we obtain
δ(G) ≥ (9/8)k + (3/2) + (1/2k), which is slightly worse than (2.66).

Theorem 2.3.16 (Egawa and Ota [40]) Let n ≥ 3 and k be integers such
that k ≥ n − 1 if k is odd, and k ≥ 2 if k is even. Then every K1,n-free
connected simple graph G satisfying

δ(G) ≥ n2

4(n − 1)
k +

3n − 6

2
+

n − 1

4k
(2.67)

has a k-regular factor.

Note that the condition k ≥ n−1 for an odd integer k cannot be removed,
i.e., for every n ≥ 4 and every odd integer k such that k < n−1, there exists
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a K1,n-free connected graph with even order and minimum degree 2k that has
no k-factor. We shall prove only Theorem 2.3.16, however, Theorem 2.3.15
can be proved in the same way with some careful estimation.

Proof of Theorem 2.3.16 Suppose that G has no k-factor. Then there
exists a pair (S, T ) of disjoint vertex subsets S and T of G such that

δ(S, T ) = k|S| +
∑
x∈T

degG−S(x) − k|T | − q(S, T ) < 0.

It is obvious that S∪T �= ∅ since δ(∅, ∅) = −q(∅, ∅) = 0 as G is connected and
k|G| is even. Choose such a pair (S, T ) so that T is minimal. Then for every
proper subset T ′ ⊂ T , if any, δ(S, T ′) ≥ 0. This implies δ(S, T ′) ≥ δ(S, T )+2
by δ(X, Y ) ≡ 0 (mod 2).

Claim 1. For every vertex u ∈ T , degG−S(u) ≤ k + n − 3.

For a vertex u ∈ T , let T ′ = T − {u}. Then δ(S, T ′) ≥ δ(S, T ) + 2. Since
G is K1,n-free, u is adjacent to at most n − 1 components of G − (S ∪ T ),
and so q(S, T ) − (n − 1) ≤ q(S, T ′). Thus

2 ≤ δ(S, T ′) − δ(S, T )

= k|S| +
∑
x∈T ′

degG−S(x) − k|T ′| − q(S, T ′)

−
(
k|S| +

∑
x∈T

degG−S(x) − k|T | − q(S, T )
)

≤ − degG−S(u) + k + n − 1.

Hence degG−S(u) ≤ k + n − 3.

For a subset Y ⊆ T , we write α(Y ) for the number of k-odd components of
G−(S∪T ) that are joined to Y by edges of G. For y ∈ T , let α(y) = α({y}).
Then α(y) ≤ n−1 since G is K1,n-free. Assume T �= ∅. Then we define a set
{y1, y2, . . . , yr} of vertices of T as follows: Let y1 be a vertex of T such that
degG−S(y)− α(y) is minimum among all y ∈ T . Let T1 = NG[y1] ∩ T , where
NG[y1] is the closed neighborhood of y1. Then for j ≥ 2, if T − (T1 ∪ · · · ∪
Tj−1) �= ∅, then choose yj so that degG−S(y) − α(y) is minimum among all
y ∈ T −(T1∪· · ·∪Tj−1), and assume T −(T1∪· · ·∪Tr) = ∅ (see Figure 2.16).
When T = ∅, we define r = 0. Then {y1, y2, . . . , yr} is an independent set of
G.

Claim 2. |S| ≥ 1

n − 1

r∑
i=1

eG(vi, S) +
1

k
(q(S, T ) − α(T )).
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T

S

Cl+1C1

y1

Cl

y2

yr

T2

T1

Tr

Cm
z1 zl

Figure 2.16: The graph G and vertices yi and zj .

Let  = q(S, T )−α(T ). Then there exist  k-odd components C1, C2, . . . , C�

such that eG(T, Ci) = 0 for all 1 ≤ i ≤ .
Suppose S = ∅. Then  = 0 by T �= ∅, and so the claim holds. Hence we

may assume S �= ∅. Since G is connected, eG(S, Ci) ≥ 1 for all 1 ≤ i ≤ ,
and thus we can choose a vertex zi ∈ V (Ci) so that zi and S are adjacent.
Let X = {y1, . . . , yr, z1, . . . , z�} (see Figure 2.16). Since X is an independent
set and G is K1,n-free, every x ∈ S is adjacent to at most n − 1 vertices of
X. Therefore

(n − 1)|S| ≥ eG(X, S) =

r∑
i=1

eG(yi, S) +

�∑
j=1

eG(zj , S)

≥
r∑

i=1

eG(yi, S) + .

On the other hand, if k is even then  = 0 since for any k-odd component Ci

of G − (S ∪ T ), it follows that k|Ci| + eG(T, Ci) ≡ eG(T, Ci) ≡ 1 (mod 2). If
k is odd, then k ≥ n − 1 by the assumption of the theorem. Hence

(n − 1)|S| ≥
r∑

i=1

eG(yi, S) +  ≥
r∑

i=1

eG(yi, S) +
n − 1

k
.

Therefore Claim 2 holds.

By Claim 2, we have

δ(S, T ) ≥ k

n − 1

r∑
i=1

eG(yi, S) +
∑
x∈T

( degG−S(x) − k) − α(T )
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≥
r∑

i=1

( k

n − 1
eG(yi, S) +

∑
x∈Ti

( degG−S(x) − k) − α(Ti)
)
.

Let
βi =

∑
x∈Ti

( degG−S(x) − k) − α(Ti).

Then in order to prove the theorem, it suffices to show that

k

n − 1
eG(y, S) + β ≥ 0, where y = yj and β = βj , (2.68)

for all 1 ≤ j ≤ r because this implies δ(S, T ) ≥ 0, a contradiction.

Case 1. α(y) ≤ n − 2.

It follows from α(Tj) ≤
∑

x∈Tj
α(x) and the choice of y that

β ≥
∑
x∈Tj

( degG−S(x) − k) −
∑
x∈Tj

α(x)

≥ |Tj |(degG−S(y) − α(y) − k).

If degG−S(y) − α(y) − k ≥ 0 then β ≥ 0, and thus (2.68) holds. So we
may assume that degG−S(y) − α(y) − k < 0. On the other hand, since
NG−S [y] ⊇ Tj , we have

|Tj | ≤ degG−S(y) − α(y) + 1.

Therefore

β ≥ ( degG−S(y) − α(y) + 1)(degG−S(y) − α(y) − k) (2.69)

=
(

degG−S(y) − α(y) − k − 1

2

)2

− (k + 1)2

4
. (2.70)

Subcase 1.1 degG−S(y) − k − 1

2
≤ n − 2.

By (2.70) we have β ≥ −(k + 1)2/4. Since

eG(y, S) = degG(y) − degG−S(y) ≥ degG(y) − (n − 2 +
k − 1

2
),

it follows that

k

n − 1
eG(y, S) + β ≥ k

n − 1

(
degG(y) − n + 2 − k − 1

2

)
− (k + 2)2

4
.
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By the condition of the minimum degree of G, we have

k

n − 1
eG(y, S) + β

≥ k

n − 1

( n2

4(n − 1)
k +

3n − 6

2
+

n − 1

4k
− n + 2 − k − 1

2

)
− (k + 1)2

4

=
k

n − 1

( kn2

4(n − 1)
+

n − 1 − k

2
+

n − 1

4k

)
− (k + 1)2

4

=
k2n2 + 2k(n − 1)(n − 1 − k) + (n − 1)2 − (k + 1)2(n − 1)2

4(n − 1)2

=
k2

4(n − 1)2
≥ 0

Hence (2.68) holds.

Subcase 1.2 degG−S(y) − k − 1

2
> n − 2.

Since α(y) ≤ n−2, the right-hand-side of (2.70) takes the minimum value
when α(y) = n − 2. Hence it follows from (2.69) that

β ≥ (degG−S(y) − n + 3)(degG−S(y) − n − k + 2). (2.71)

Then

k

n − 1
eG(y, S) + β

=
k

n − 1
( degG(y) − degG−S(y)) + β

≥ k

n − 1

( n2

4(n − 1)
k +

3n − 6

2
+

n − 1

4k
− degG−S(y)

)
+(degG−S(y) − n + 3)(degG−S(y) − n − k + 2)

=
(

degG−S(y) − nk + (n − 1)(2n − 5)

2(n − 1)

)2

≥ 0

Consequently (2.68) holds.

Case 2. α(y) = n − 1.

In this case, there exist n− 1 k-odd components C1, C2, . . . , Cn−1 of G−
(S ∪ T ) such that every Ci, 1 ≤ i ≤ n − 1, contains a vertex zi adjacent
to y. Since G is K1,n-free, every x ∈ Tj − {y} must be adjacent to some
zi. In particular, eG(x,Ci) ≥ 1 for some i and hence Ci is counted in α(x).
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Therefore

α(Tj) ≤ α(y) +
∑

x∈Tj−{y}
(α(x) − 1)

=
∑
x∈Tj

α(x) − |Tj| + 1.

Thus

β =
∑
x∈Tj

(degG−S(x) − k) − α(Tj)

≥
∑
x∈Tj

( degG−S(x) − α(x) − k) + |Tj| − 1

≥ |Tj|(degG−S(y) − α(y) − k) + |Tj| − 1

= |Tj|(degG−S(y) − n − k + 2) − 1.

By Claim 1, degG−S(y) ≤ n+k−3, and so degG−S(y)−n−k+2 ≤ −1 < 0. On
the other hand, |Tj| ≤ degG−S(y)−α(y)+ 1 = degG−S(y)−n + 2. Therefore

β ≥ (degG−S(y) − n + 2)(degG−S(y) − n − k + 2) − 1

≥ (degG−S(y) − n + 3)(degG−S(y) − n − k + 2)

This inequality is equal to (2.71). Hence by the same argument given above,
we can show that (2.68) holds. Consequently, in each case we can derive a
contradiction, and thus the proof of the theorem is complete. �

We now give some variety of sufficient conditions for a graph to have
regular factor without proofs.

Theorem 2.3.17 (Saito [131]) Let G be a connected simple graph with order
at least four and having a 1-factor F . Let k be a positive integer. If G−{x, y}
has a k-regular factor for every edge xy ∈ E(F ), then G itself has a k-regular
factor.

Theorem 2.3.18 (Katerinis [87]) Let r ≥ 2 be an even integer and 1 ≤ k ≤
r/2 be an integer. Let G be a r-edge connected r-regular multigraph of odd
order. Then for every vertex v of G, G − v has a k-regular factor.

Theorem 2.3.19 (Niessen [113]) Let k ≥ 4 be an even integer and let G be
a simple graph of order at least k + 1. If

δ(G) >
k + 2

4
α(G) +

5k − 3

8
− 2

k
,

then G has a k-regular factor, where α(G) denotes the independence number
of G.
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Note that the situation of the above Theorem 2.3.19 is changed a lot when
we consider an odd regular factor. Namely, for every integer α ≥ 2 and any
arbitrary large number δ, there exists graphs with independence number α
and minimum degree δ that have no k-factor. For example, such graphs are
Kb + αKd, where α ≥ kd + 2, d is odd and b + αd is even.

For positive integers n and k with nk even, let ρ(n, k) denote the maximal
number of edges in a graph of order n that has a unique k-factor. Some
studies on ρ(n, k) were done as given below, and for some k, n, ρ(n, k) is
settled.

Theorem 2.3.20 (Hetyei [59] (1972)) If n is an even positive integer, then

ρ(n, 1) =
n2

4
.

Proof. ([60]) Assume that a simple graph G has the unique 1-factor F .
Let H1, H2, . . . , Hn/2 be the components of F . There can be at most two
edges joining Hi to Hj in G since otherwise 〈V (Hi) ∪ V (Hj)〉G contains two
1-factors and so does G. Hence

|E(G)| ≤ n

2
+ 2

(
n/2
2

)
=

n2

4
. �

Theorem 2.3.21 (Hendry [57] (1984)) If n is a positive integer, then

ρ(n, 2) =
⌈n(n + 1)

4

⌉
.

Hendry [57] determined ρ(n, 2) as above. Moreover for other ρ(n, k), he
constructed a class of graphs G that have a unique k-factor and satisfy

||G|| =
n2

4
+

(k − 1)n

4
if k ≤ n

2
, and

||G|| =
nk

2
+

(
n − k

2

)
if k >

n

2
.

He conjectured that these two values give ρ(n, k), that is, he conjectured that
a graph in the class has a unique k-factor and has the maximum number
of edges. This conjecture was partially proved by Johann in the following
theorem.
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Theorem 2.3.22 (Johann [65]) Let n and k with nk even and k < n. Then

ρ(n, k) ≤ n2

4
+

(k − 1)n

4
if k ≤ n

2
,

where equality holds for n = 2kl, l ≥ 1, and

ρ(n, k) =
nk

2
+

(
n − k

2

)
if k >

n

2
.

Recently ρ(n, 3) and ρ(n, k) for many k were determined by Volkmann as
follows:

Theorem 2.3.23 (Volkmann [148]) Let n and k be positive integers such
that kn or 3n is even. Then

ρ(n, k) = k2 + 2

(
n − k

2

)
for

n

3
≤ k ≤ n

2
,

and

ρ(n, 3) =
n2

4
+

n

2
for n ≡ 0, 4 (mod 6),

ρ(n, 3) =
n2

4
+

n

2
− 1 for n ≡ 2 (mod 6).

2.4 Regular Factors and f-Factors in Bipar-

tite Graphs

The criterion for a graph to have an f -factor or a regular factor becomes
much simpler when we consider bipartite graphs, i.e., the most complicated
term q(S, T ) in δ(S, T ) disappears and also it may be assumed that S and T
are contained in distinct partite sets. We begin with this simpler criterion,
which was obtained by Ore [124], and Folkman and Fulkerson [49].

Theorem 2.4.1 (The f-Factor Theorem for Bipartite Graphs) Let G
be a bipartite multigraph with bipartition (A, B) and f : V (G) → Z

+. Then
G has an f -factor if and only if

∑
x∈A f(x) =

∑
x∈B f(x) and

δ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

( degG−S(x) − f(x)) ≥ 0 (2.72)

for all subsets S ⊆ A and T ⊆ B.
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It is clear that δ∗(S, T ) can be expressed as

δ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

( degG(x) − f(x)) − eG(S, T ).

We first show that under the assumption
∑

x∈A f(x) =
∑

x∈B f(x), (2.72) is
equivalent to the following symmetric condition

δ∗(T, S) =
∑
x∈T

f(x) +
∑
x∈S

( degG−T (x) − f(x)) ≥ 0 (2.73)

for all subsets S ⊆ A and T ⊆ B.

Proof. Assume that (2.72) holds for all S ⊆ A and T ⊆ B. Then

0 ≤ δ∗(A − S, B − T )

=
∑

x∈A−S

f(x) +
∑

x∈B−T

( degG(x) − f(x)) − eG(A − S, B − T )

=
∑
x∈A

f(x) −
∑
x∈S

f(x) +
∑
x∈B

degG(x) −
∑
x∈T

degG(x)

−
∑
x∈B

f(x) +
∑
x∈T

f(x) − eG(A − S, B − T )

= −
∑
x∈S

f(x) +
∑
x∈T

f(x) +
∑
x∈A

degG(x) −
∑
x∈T

degG(x)

−eG(A − S, B − T )

= −
∑
x∈S

f(x) +
∑
x∈T

f(x) +
∑
x∈S

degG(x) + eG(A − S, B)

−eG(S, T ) − eG(A − S, T ) − eG(A − S, B − T )

= −
∑
x∈S

f(x) +
∑
x∈T

f(x) +
∑
x∈S

degG(x) − eG(S, T )

= δ∗(T, S).

Therefore (2.72) and (2.73) are equivalent.

An elementary direct proof of Theorem 2.4.1 will be given in the next
chapter. We now give some results on regular factors and f -factors in bipar-
tite graphs, which are proved using Theorem 2.4.1 or (2.73).

Theorem 2.4.2 Let G be a bipartite multigraph and k ≥ 1 be an integer.
Suppose that the degree of every vertex of G is divisible by k. Then for a
function f defined by

f(x) =
degG(x)

k
for all x ∈ V (G), (2.74)

G has an f -factor.
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Proof. Let S and T be disjoint subsets of V (G). It is clear that δ∗(∅, ∅) = 0,
and so we may assume that S ∪ T �= ∅. Then

δ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

( degG(x) − f(x)) − eG(S, T )

=
1

k

∑
x∈S

degG(x) +
(
1 − 1

k

)∑
x∈T

degG(x) − eG(S, T )

≥ 1

k
eG(S, T ) +

(
1 − 1

k

)
eG(T, S) − eG(S, T )

= 0.

Hence δ∗(S, T ) ≥ 0, and thus G has an f -factor. �

Theorem 2.4.3 (Katerinis [84]) Let G be a bipartite simple graph of order
at least four. If tough(G) ≥ 1, then G has a 2-regular factor.

Lemma 2.4.4 Let G be a bipartite simple graph of order at least three and
with bipartition (A, B). Then tough(G) ≤ 1, and tough(G) = 1 implies
|A| = |B|.
Proof. We may assume |A| ≥ |B|. Then |A| = ω(G − B) ≥ 2 by |G| ≥ 3,
and so

tough(G) ≤ |B|
ω(G − B)

=
|B|
|A| ≤ 1.

In particular, tough(G) = 1 implies |A| = |B|. �

Proof of Theorem 2.4.3 By the above lemma, |A| = |B|. Hence 2|A| =
2|B|. Suppose that G has no 2-factor. Then by Theorem 2.4.1 there exist
subsets S ⊆ A and T ⊆ B such that

δ∗(S, T ) = 2|S| +
∑
x∈T

degG−S(x) − 2|T | < 0.

Choose such a pair (S, T ) so that T is minimal. Since δ∗(S, ∅) = 2|S| ≥ 0
and δ∗(A, T ) = 2|A| − 2|T | ≥ 0, we have T �= ∅ and S �= A.

Claim For every v ∈ T , it follows that degG−S(v) ≤ 1.

Let T ′ = T \ {v}. Then

1 ≤ δ∗(S, T ′) − δ∗(S, T )

= 2|S| +
∑
x∈T ′

degG−S(x) − 2|T ′|

−
(
2|S| +

∑
x∈T

degG−S(x) − 2|T |
)

= − degG−S(v) + 2
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Hence degG−S(v) ≤ 1.

TS

A B

v

y

u

Figure 2.17: A bipartite graph G with tough(G) = 1.

Let R = {y ∈ T | degG−S(y) = 0} and X = S ∪ (B − T ). By the Claim,
if u ∈ A − S and v ∈ T are adjacent, then the component D of G − X
containing u satisfies V (D) ∩ (S − A) = {u} (see Figure 2.17). Thus

ω(G − X) = |A| − |S| + |R|.
Assume first ω(G − X) ≥ 2. By tough(G) = 1, we have

|A| − |S| + |R| = ω(G − X) ≤ |X | = |S| + |B| − |T |,
which implies 0 ≤ 2|S| − |T | − |R|. On the other hand, by the Claim we
obtain

δ∗(S, T ) = 2|S| + |T − R| − 2|T | = 2|S| − |R| − |T | < 0.

This contradicts the above inequality 0 ≤ 2|S|− |T |− |R|. Therefore we may
assume ω(G− X) = 1. Then |A− S| = 1 and R = ∅, and so by |A| ≥ 2 and
Claim, we have

δ∗(S, T ) = 2(|A| − 1) + |T | − 2|T | ≥ 2|A| − 2 − |B| ≥ 0,

which is a contradiction. Consequently the proof is complete. �

Katerinis showed that a similar result does not hold for a 3-factor. Namely,
he showed that for any large integer λ ≥ 2, there exist 1-tough λ-edge con-
nected bipartite graphs that have no 3-factor. In the same paper, he obtained
another sufficient condition for a bipartite graph to have a 2-factor, which is
given in the next theorem.

Theorem 2.4.5 (Katerinis [84]) Let G be a bipartite simple graph with bi-
partition (A, B). If the following two conditions hold, then G has a 2-regular
factor.
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(i) |A| = |B|, and
(ii) for every subset S ⊆ A, it follows that

|NG(S)| ≥ 3

2
|S| if |S| <

⌊2

3
|A|

⌋
, and

NG(S) = B otherwise.

Proof. Suppose that G has no 2-factor. Since 2|A| = 2|B| by (i), there
exists a pair (S, T ) of subsets S ⊆ A and T ⊆ B such that

δ∗(T, S) = 2|T | +
∑
x∈S

degG−T (x) − 2|S| < 0. (see (2.73))

Choose such a pair (S, T ) so that S is minimal. Since δ∗(T, S) ≥ 2(|T |−|S|) ≥
0 if |T | ≥ |S|, we have |T | < |S|. By the same arguments used in the proof
of Theorem 2.4.3, we have

|T | < |S|, T �= A and S �= ∅, and

degG−T (v) ≤ 1 for every v ∈ S.

TS

A B

v
u

w

Figure 2.18: A bipartite graph G of Theorem 2.4.5.

Let R0 = {x ∈ S | degG−T (x) = 0} and R1 = {x ∈ S | degG−T (x) = 1} (
Figure 2.18). Then S = R0 ∪ R1. Since

δ∗(T, S) = 2|T | + |R1| − 2|S| < 0 and |NG(S)| ≤ |T | + |R1|,

we have
2|NG(S)| ≤ 2|T | + 2|R1| < 2|S| + |R1| ≤ 3|S|.

Hence

|S| >
2

3
|NG(S)|.
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Therefore it follows from (i) and (ii) that

NG(S) = B and |S| ≥ �(2/3)|A|� + 1,

which implies eG(S, y) ≥ 1 for all y ∈ B. If eG(S, y) ≥ 2 for all y ∈ B − T ,
then

δ∗(S, T ) = 2|T | +
∑
x∈S

degG−T (x) − 2|S|

≥ 2|T | + 2|B − T | − 2|S| ≥ 2|B| − 2|S| ≥ 0,

a contradiction. Hence there exists a vertex u ∈ B − T with eG(S, u) = 1.
Let w ∈ S be a vertex adjacent to u. Then

u �∈ NG(S − {w}), but |S − {w}| ≥
⌊2

3
|A|

⌋
.

This contradicts (ii). Consequently the theorem is proved. �

Note that Theorem 2.4.5 is best possible in the sense that the condition
|S| ≥ (3/2)|S| in (ii) cannot be replaced by |S| ≥ �(3/2)|S|�, i.e., there exist
bipartite graphs G that have no 2-factor and satisfy that for every subset
S ⊆ A, |NG(S)| ≥ �(3/2)|S|� if |S| < �(2/3)|A|�, and NG(S) = B otherwise.

The above Theorem 2.4.5 was generalized as follows.

Theorem 2.4.6 (Enomoto, Ota and Kano [46]) Let a ≥ 2 and b ≥ 2 be
integers, and let λ = a − 1 + (1/b). Let G be a bipartite simple graph with
bipartition (A, B). Suppose that G satisfies the following two conditions:
(i) a|A| ≤ b|B| and |B| ≥ a, and
(ii) for every S ⊆ A, it follows that

|NG(S)| ≥ λ|S| if |S| <
⌊ |B|

λ

⌋
, and

NG(S) = B otherwise. (2.75)

Then G has a spanning subgraph F such that

degF (x) = a for all x ∈ A, and (2.76)

degF (y) ≤ b for all y ∈ B. (2.77)

If a|A| = b|B|, then equality holds in (2.77), and furthermore if addition-
ally a = b = 2 holds, then λ = 3/2 and the theorem implies Theorem 2.4.6.
Hence Theorem 2.4.6 is a generalization of Theorem 2.4.5. In order to prove
the above theorem, we need the next theorem, which will be proved in the
next chapter.
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Theorem 2.4.7 Let a ≥ 2 and b ≥ 2 be integers, and G be a bipartite simple
graph with bipartition (A, B). Then G has a spanning subgraph F such that

degF (x) = a for all x ∈ A, and

degF (y) ≤ b for all y ∈ B.

if and only if

δ∗(T, S) = b|T | +
∑
x∈S

degG−T (x) − a|S| ≥ 0 (2.78)

for all subsets S ⊆ A and T ⊆ B (see (2.73)).

Proof of Theorem 2.4.6 Suppose that G has no spanning subgraph
satisfying (2.76) and (2.77). Then by Theorem 2.4.7, there exists a pair
(S, T ) of subsets S ⊆ A and T ⊆ B such that

δ∗(T, S) = b|T | +
∑
x∈S

degG−T (x) − a|S|

= b|T | + eG(S, B − T ) − a|S| < 0. (2.79)

Choose such a pair (S, T ) so that S ∪ (B − T ) is minimal. Then it is easy to
see that S �= ∅ and T �= B.

S T

A B

u

a-1

v

b-1

Figure 2.19: A bipartite graph G of Theorem 2.4.6.

Claim 1. For every u ∈ S, it follows that degG−T (u) ≤ a−1, in particular,
eG(S, B − T ) ≤ (a − 1)|S| (Figure 2.19).

Let S ′ = S − {u}. Then

1 ≤ δ∗(T, S ′) − δ∗(T, S)

= b|T | +
∑
x∈S′

degG−T (x) − a|S ′| −
(
b|T | +

∑
x∈S

degG−T (x) − a|S|
)

= − degG−T (u) + a
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Hence degG−T (u) ≤ a − 1. The second inequality follows immediately from
this.

Claim 2. For every v ∈ B−T , it follows that eG(S, v) ≤ b−1 (Figure 2.19).

Let T ′ = T ∪ {v}. Then

1 ≤ δ∗(T ′, S) − δ∗(T, S)

= b|T ′| +
∑
x∈S

degG(x) − eG(T ′, S) − a|S|

−
(
b|T | +

∑
x∈S

degG(x) − eG(T, S) − a|S|
)

= b − eG(v, S)

Hence eG(v, S) ≤ b − 1.

Claim 3. |NG(S)| < λ|S|.
Since G is a bipartite simple graph, we have |NG(S)| ≤ |T |+eG(S, B−T ),

and by (2.79) we obtain

|NG(S)| ≤ |T | + eG(S, B − T )

<
a

b
|S| +

(
1 − 1

b

)
eG(S, B − T )

≤ a

b
|S| +

(
1 − 1

b

)
(a − 1)|S| (by Claim 1)

=
(
a − 1 +

1

b

)
|S| = λ|S|. (2.80)

Thus Claim 3 holds.

By Claim 3 and the condition (2.75), we have NG(S) = B. Note that we
have shown that B − T �= ∅. Let

h = min{eG(S, v) | v ∈ B − T}.

By Claim 2 and the fact that NG(S) = B, we have

1 ≤ h ≤ b − 1.

By the definition of h and NG(S) = B, we have

|B| = |NG(S)| ≤ |T | + 1

h
eG(S, B − T )
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<
a

b
|S| +

(1

h
− 1

b

)
eG(S, B − T ) (by (2.79))

≤ a

b
|S| +

(1

h
− 1

b

)
(a − 1)|S| (by Claim 1)

=
(1

b
+

a − 1

h

)
|S|.

Hence

|B| <
(1

b
+

a − 1

h

)
|S|. (2.81)

Let v0 ∈ B − T such that eG(S, v0) = h, and let S0 = S − NG(v0). Since
NG(S0) ⊆ B − {v0}, we have by (2.75) that

|S0| = |S| − h ≤ |B|
λ

− 1. (2.82)

By (2.82) and (2.81), we obtain

λ(|S| − h + 1) ≤ |B| <
(1

b
+

a − 1

h

)
|S|,

(
λ − 1

b
− a − 1

h

)
|S| = (a − 1)

(
1 − 1

h

)
|S| < λ(h − 1),

|S| <
λh

a − 1
=
(
a − 1 +

1

b

) h

a − 1

≤
(
b − 1 +

b − 1

b(a − 1)

)
< b. (by 1 ≤ h ≤ b − 1)

Hence |S| < b. Choose u0 ∈ S so that

ρ = eG(u0, B − T ) = min{eG(u, B − T ) | u ∈ S}.

Then by Claim 1, ρ ≤ a − 1 and thus

|NG(u0)| ≤ |T | + eG(u0, B − T )

<
a

b
|S| − 1

b
eG(S, B − T ) + eG(u0, B − T ) (by (2.79))

≤
(a

b
− ρ

b

)
|S| + ρ

≤
(a

b
− a − 1

b

)
(b − 1) + a − 1 (by |S| < b and ρ ≤ a − 1 )

= 1 − 1

b
+ a − 1.
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Hence |NG(u0)| ≤ a − 1 < λ by b ≥ 2, which implies NG(u0) = B by (2.75).
However this contradicts a ≤ |B| = |NG(u0)| ≤ a − 1 (see Condition (i)).
Consequently the theorem is proved. �

Theorem 2.4.6 is best possible in the sense that there exist bipartite
graphs that have no spanning subgraph satisfying (2.77) and (2.77) but which
satisfy |NG(S)| ≥ �λ|S|� − 1 if |S| ≤ |S| < �λ|B|/λ�, and NG(S) = B other-
wise.



Chapter 3

(g, f )-Factors and [a, b]-Factors

3.1 The (g, f)-Factor Theorem

In this chapter we investigate (g, f)-factors and [a, b]-factors, which are nat-
ural generalizations of f -factors and regular factors, respectively. In this
section we begin with a criterion for a graph to have a (g, f)-factor, which is
given in the (g, f)-factor Theorem. In the following sections we obtain some
sufficient conditions for graphs to have (g, f)-factors and [a, b]-factors.

For a general graph G and two functions g, f : V (G) → Z = {. . . ,−1, 0,
1, 2, . . .} with g(x) ≤ f(x) for all x ∈ V (G), a (g, f)-factor is a spanning
subgraph F of G that satisfies

g(x) ≤ degF (x) ≤ f(x) for all x ∈ V (G).

Note that we allow g and f to satisfy g(x) < 0 for some vertices x and
degG(y) < f(y) for some vertices y. For two integers a and b such that
0 ≤ a ≤ b, a spanning subgraph H of G is called an [a, b]-factor if

a ≤ degH(x) ≤ b for all x ∈ V (G).

Of course, an [a, b]-factor is nothing but a (g, f)-factor with g(x) = a and
f(x) = b for all vertices x.

A necessary and sufficient condition for a graph to have a (g, f)-factor
was obtained by Lovász [101] in 1970, and is contained the (g, f)-Factor
Theorem. The original proof is difficult and long, however, in 1981, Tutte
[143] gave an elegant short proof to this theorem. This is the one we will use
here.

Theorem 3.1.1 (The (g, f)-Factor Theorem, Lovász [101]) Let G be
a general graph and g, f : V (G) → Z such that g(x) ≤ f(x) for all x ∈ V (G).

129
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Then G has a (g, f)-factor if and only if for all disjoint subsets S and T of
V (G),

γ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q∗(S, T ) ≥ 0, (3.1)

where q∗(S, T ) denotes the number of components C of G− (S ∪T ) such that
g(x) = f(x) for all x ∈ V (C) and∑

x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2). (3.2)

The function γ(S, T ) is defined by (3.1).

For convenience, we call a component C of G− (S ∪ T ) satisfying g(x) =
f(x) for all x ∈ V (C) and (3.2) a (g, f)-odd component of G− (S ∪T ). It
is immediate that∑

x∈T

degG(x) − eG(S, T ) =
∑
x∈T

degG−S(x),

and thus (3.1) can be expressed as

γ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG−S(x) − g(x)) − q∗(S, T ) ≥ 0. (3.3)

Notice that the inequality (3.1) includes the following condition. This will
be shown later.

g(x) ≤ degG(x) and 0 ≤ f(x) for every x ∈ V (G).

Moreover, as we mentioned before, the (g, f)-factor Theorem holds even if

g(x) < 0 and degG(y) < f(y) for some x, y ∈ V (G).

This small improvement will play a useful role later, though the following
natural condition was assumed in the preceding papers [101] and [143]: 0 ≤
g(x) ≤ f(x) ≤ degG(x) for all x ∈ V (G).

Proof of necessity of the (g, f)-Factor Theorem. Suppose that G has
a (g, f)-factor F . We shall show that γ(S, T ) ≥ 0. It is clear that we may
assume G is connected.

Consider first γ(∅, ∅). By the definition of (g, f)-odd component, if g(v) <
f(v) for some vertex v of G, then q∗(∅, ∅) = 0. If g(x) = f(x) for all x ∈ V (G),
then ∑

x∈V (G)

f(x) =
∑

x∈V (G)

degF (x) = 2||F ||,
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and so G itself is not a (g, f)-odd component of G, which implies q∗(∅, ∅) = 0.
Thus we have γ(∅, ∅) = −q∗(∅, ∅) = 0.

Let S and T be two disjoint subsets of V (G) such that S ∪ T �= ∅. Let
G − F denote the spanning subgraph G − E(F ), and let C1, C2, . . . , Cm be
the (g, f)-odd components of G − (S ∪ T ), where m = q∗(S, T ). Since

degG(x) − g(x) ≥ degG(x) − degF (x) = degG−F (x),

we have ∑
x∈T

(degG(x) − g(x)) ≥
∑
x∈T

degG−F (x)

≥ eG−F (T, S) +

m∑
i=1

eG−F (T, Ci).

Furthermore, it follows that

∑
x∈S

f(x) ≥
∑
x∈S

degF (x) ≥ eF (S, T ) +

m∑
i=1

eF (S, Ci).

By the previous inequalities, we have

γ(S, T ) ≥ eF (S, T ) +
m∑

i=1

eF (S, Ci)

+eG−F (T, S) +

m∑
i=1

eG−F (T, Ci) − eG(S, T ) − m

=

m∑
i=1

(
eF (S, Ci) + eG−F (T, Ci) − 1

)
.

Therefore, in order to prove (3.1), it is sufficient to show that for every
C = Ci,

eF (S, C) + eG−F (T, C) − 1 ≥ 0. (3.4)

If eG−F (T, C) ≥ 1, then (3.4) holds, and so we may assume that eG−F (T, C)
= 0. This implies

eG(T, C) = eF (T, C).

Since g(x) = f(x) = degF (x) for every x ∈ V (C), we obtain∑
x∈V (C)

f(x) + eG(C, T ) =
∑

x∈V (C)

degF (x) + eF (C, T )

= 2||〈V (C)〉F || + eF (C, S ∪ T ) + eF (C, T )

≡ eF (C, S) (mod 2).
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By (3.2) and by the above equation, we have eF (C, S) ≥ 1, which implies
(3.4). Consequently necessity is proved. �

As we said before, the present proof of sufficiency is based on Tutte [143].

Proof of the sufficiency of the (g, f)-Factor Theorem. If a general
graph G satisfying the condition (3.1) is not connected, then each of its
components satisfies (3.1). Hence it suffices to prove that a general connected
graph G satisfying (3.1) has a (g, f)-factor, and so we assume that G is
connected.

For each vertex v of G, it follows from (3.1) that

γ(∅, {v}) = degG(v) − g(v) − q∗(∅, {v}) ≥ 0, and

γ({v}, ∅) = f(v) − q∗({v}, ∅) ≥ 0,

Thus
g(v) ≤ degG(v) and 0 ≤ f(v) for every v ∈ V (G). (3.5)

If g(x) = f(x) for all x ∈ V (G), then a (g, f)-factor is an f -factor, and
δ(S, T ) = γ(S, T ). So the (g, f)-Factor Theorem holds by the f -Factor The-
orem 2.1.2. Therefore we may assume that G has at least one vertex u such
that g(u) < f(u).

We now construct a new connected graph G∗ from G as follows (see
Figure 3.1): Add a new vertex w to G, and join w to every vertex x of G by
f(x)− g(x) multiple edges, and add M loops to w, where M is a sufficiently
large integer expressed as

M =
∑

x∈V (G)

f(x) + 2N. (3.6)

Note that N can be defined as
∑

x∈V (G) |g(x)|+ |G| (see Exercises). We next

define the function f ∗ : V (G∗) → {0, 1, 2, 3, . . .} as

f ∗(x) =

{
f(x) if x ∈ V (G)
M if x = w.

We first show that G has a (g, f)-factor if and only if G∗ has an f ∗-factor.
Assume G∗ has an f ∗-factor F ∗. Then F = F ∗−{w} becomes a (g, f)-factor
of G since for every vertex x ∈ V (G), we have

degF (x) = degF ∗(x) − eF ∗(x,w)

≥ degF ∗(x) − eG∗(x,w)

= f(x) − (f(x) − g(x)) = g(x); and

degF (x) ≤ degF ∗(x) = f(x).
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Figure 3.1: Connected general graphs G and G∗, and an f∗-factor of G∗; numbers
denote g(x) and f(x).

Conversely, assume that G has a (g, f)-factor F . For every vertex x of
G, add f(x) − degF (x) multiple edges connecting x and w to F , and add
N + (

∑
x∈V (G) degF (x))/2 loops incident with w. Then the degree of each

vertex x of G is f(x) and that of w is∑
x∈V (G)

(f(x) − degF (x)) + 2N +
∑

x∈V (G)

degF (x)) = M.

Hence the resulting subgraph is an f ∗-factor of G∗.
We now prove that G∗ has an f ∗-factor by making use of the f -Factor

Theorem 2.1.2. Since G∗ is connected and∑
x∈V (G∗)

f ∗(x) =
∑

x∈V (G)

f(x) + M ≡ 0 (mod 2), (by 3.6)

we have δG∗(∅, ∅) = −qG∗(∅, ∅) = 0.
Let S and T be two disjoint subsets of V (G∗) such that S ∪ T �= ∅. If

w ∈ S then since M is sufficiently large, we have

δG∗(S, T ) =
∑

x∈S\{w}
f(x) + M +

∑
x∈T

(degG∗(x) − f(x)) ≥ 0.

If w ∈ T , then degG∗(w) − f ∗(w) ≥ 2M − M = M , and thus

δG∗(S, T ) ≥
∑
x∈S

f(x) +
∑

x∈T\{w}
(degG∗(x) − f(x)) + M

−eG∗(S, T ) − qG∗(S, T ) ≥ 0.
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Therefore we may assume that w �∈ S ∪ T . Then

δG∗(S, T ) =
∑
x∈S

f ∗(x) +
∑
x∈T

(degG∗(x) − f ∗(x))

−eG∗(S, T ) − qG∗(S, T )

=
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x))

−eG(S, T ) − qG∗(S, T ).

Let C be an f ∗-odd component of G∗− (S∪T ) not containing w. Then since
eG∗(C, w) = 0, we have g(x) = f(x) for all x ∈ V (C). Moreover,∑

x∈V (C)

f ∗(x) + eG∗(C, T ) =
∑

x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2).

Hence C is a (g, f)-odd component of G − (S ∪ T ). Therefore qG∗(S, T ) ≤
q∗G(S, T )+1, where +1 corresponds to a component of G−(S∪T ) containing
w, which might be an f ∗-odd component. Consequently

δG∗(S, T ) ≥
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q∗G(S, T ) − 1

= γ(S, T ) − 1 ≥ −1,

which implies δG∗(S, T ) ≥ 0 by δG∗(S, T ) ≡ 0 (mod 2) (2.4). Consequently
G∗ has an f ∗-factor by the f -Factor Theorem, which implies that G has the
desired (g, f)-factor, and the proof is complete. �

We conclude this section by giving a direct simple proof for the (g, f)-
Factor Theorem with g < f , which does not use the f -Factor Theorem. This
proof was found independently by Kano and Saito [78],

Theorem 3.1.2 (The (g, f)-Factor Theorem with g < f) Let G be a
general graph and g, f : V (G) → Z such that g(x) < f(x) for all x ∈ V (G).
Then G has a (g, f)-factor if and only if for all disjoint subsets S and T of
V (G), it follows that

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

( degG(x) − g(x)) − eG(S, T ) ≥ 0. (3.7)

Proof of sufficiency. Since necessity can be proved in the same way as
the (g, f)-Factor Theorem, we prove only sufficiency. Suppose that a general
graph G satisfies (3.7) but has no (g, f)-factor. Since for every x ∈ V (G),
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γ∗({x}, ∅) ≥ 0 and γ∗(∅, {x}) ≥ 0, we have g(x) ≤ degG(x) and 0 ≤ f(x).
We define a (0, f)-factor of G as a spanning subgraph K satisfying

0 ≤ degK(x) ≤ f(x) for all x ∈ V (G).

Then a spanning subgraph with no edge is a (0, f)-factor of G. Choose a
(0, f)-factor H among all (0, f)-factors of G so that

ρ(H) =
∑
x∈U

(g(x) − degH(x)) is minimum,

where U = {x ∈ V (G) | degH(x) < g(x)}.
Note that if U = ∅, then H is a (g, f)-factor and so we may assume U �= ∅.
An H-alternating trail is a trail whose edges alternately in and not in H .
Take one vertex u from U , and define

OV = {x ∈ V (G) | There exists an H-alternating trail of odd

length connecting u to x },
EV = {x ∈ V (G) | There exists an H-alternating trail of even

length connecting u to x} ∪ {u}.
Then the following four statements hold (see Figure 3.2):

(1) If (ux1y1x2y2 · · ·xr(or yr)), xi, yi ∈ V (G), is an H-alternating trail, then
degH(xi) = f(xi) and degH(yi) ≤ g(yi) for every i.

(2) OV ∩ EV = ∅.
(3) degG−OV (y) = degH−OV (y) for all y ∈ EV .
(4) eH(OV, EV ) =

∑
x∈OV degH(x).

(1) If degH(x1) < f(x1), then H + ux1 is a (0, f)-factor and ρ(H +
ux1) < ρ(H) (see Figure 3.2 (1)). This contradicts the choice of H , and thus
degH(x1) = f(x1). If degH(y1) > g(y1), then we can get a contradiction by
considering H + ux1 − x1y1. Thus degH(y1) ≤ g(y1). If degH(x2) < f(x2),
then we can derive a contradiction by considering H + ux1 − x1y1 + y1x2.
Hence degH(x2) = f(x2). we can prove (1) by repeating this argument.

(2) If v ∈ EV ∩ OV , then we obtain by (1) degH(v) = f(v) as v ∈ OV
and degH(v) ≤ g(v) as v ∈ EV . However this is impossible since g(v) < f(v).
Hence (2) holds.

(3) We show that if y ∈ EV and yx ∈ E(G)\E(H), then x ∈ OV , which
implies the desired property

degG−OV (y) = degH−OV (y).
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H={ };

u x1 x2 y2y1 x3 y3

EV={ xi },  OV={ yi }

u
y xP(u,y)

(3) u
yx P(u,y)

u
yx P(u,y)

(1)

Figure 3.2: H-alternating trails to illustrate the proofs of (1) and (3), where
degH(u) < g(u).

Let y ∈ EV , yx ∈ E(G) \ E(H) and P (u, y) denote a shortest H-
alternating trail connecting u and y (see Figure 3.2 (3)). Then P (u, y) ter-
minates at y and does not pass through y on the way. If x ∈ P (u, y) ∩ EV ,
then we can find an H-alternating trail P (u, x)+xy of odd length connecting
u and y, which contradicts y ∈ EV and (2). If x ∈ P (u, y) ∩ OV , then of
course x ∈ OV . Thus we may assume that x �∈ P (u, y). Again P (u, y) + yx
is an H-alternating trail of odd length connecting u and x, and so x ∈ OV .
Therefore (3) is proved.

(4) We can similarly show that if x ∈ OV and xy ∈ E(H), then y ∈ EV ,
which implies (4).

By (1), (2), (3), (4) and by g(u) > degH(u), we obtain

γ∗(OV, EV ) =
∑

x∈OV

f(x) +
∑

x∈EV

(degG−OV (x) − g(x))

<
∑

x∈OV

degH(x) +
∑

x∈EV

(degH−OV (x) − degH(x)
)

= eH(OV, EV ) − eH(EV, OV ) = 0.

This contradicts (3.7). Consequently sufficiency is proved. �

When we consider a (g, f)-factor in a bipartite graph, the criterion be-
comes simpler. This result was obtained by Folkman and Fulkerson [49].
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Theorem 3.1.3 (The (g, f)-Factor Theorem for Bipartite Graphs) Let
G be a bipartite multigraph with bipartition (A, B) and g, f : V (G) → Z such
that g(x) ≤ f(x) for all x ∈ V (G). Then G has a (g, f)-factor if and only if

γ∗(X, Y ) =
∑
x∈X

f(x) +
∑
x∈Y

(degG(x) − g(x)) − eG(X, Y ) ≥ 0, (3.8)

and

γ∗(Y, X) =
∑
x∈Y

f(x) +
∑
x∈X

(degG(x) − g(x)) − eG(Y, X) ≥ 0 (3.9)

for all subsets X ⊆ A and Y ⊂ B.

Proof of sufficiency. Since necessity can be proved in the same way
as the (g, f)-Factor Theorem, we here prove only sufficiency. Suppose that a
bipartite multigraph G satisfies (3.8) and (3.9). We first show that for any
disjoint subsets S and T of V (G), we have

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) ≥ 0. (3.10)

Let SA = S ∩ A, SB = S ∩ B, TA = T ∩ A and TB = T ∩ B. Then by the
two inequalities (3.8) and (3.9), we have

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T )

=
∑
x∈SA

f(x) +
∑
x∈TB

(degG(x) − g(x)) − eG(SA, TB)

+
∑
x∈SB

f(x) +
∑
x∈TA

(degG(x) − g(x)) − eG(SB, TA) ≥ 0.

Hence γ∗(S, T ) ≥ 0.
We now apply the same argument as in the proof of Theorem 3.1.2 since

the statements (2), (3) and (4) in the proof hold even if g(v) = f(v) for
some vertices v of G. This is because OA and EV are subsets of A and B,
respectively, or vice versa. Therefore we can prove the theorem in exactly
the same way as Theorem 3.1.2. �

We next give a criterion for a graph to have a special (g, f)-factor, which
satisfies 0 ≤ g(x) ≤ 1 for all vertices x. This criterion, obtained by Las
Vergnas [92], is a natural extension of the 1-factor Theorem.

Theorem 3.1.4 (The (g, f)-Factor Theorem with g ≤ 1, Las Vergnas)
Let G be a simple graph and g, f : V (G) → Z

+ such that 0 ≤ g(x) ≤ 1 and
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g(x) ≤ f(x) for all x ∈ V (G). Then G has a (g, f)-factor if and only if for
every subset S ⊂ V (G), we have

odd(g; G− S) ≤
∑
x∈S

f(x), (3.11)

where odd(g; G − S) denotes the number of components C of G − S such
that either (i) C = {x} and g(x) = 1 or (ii) |C| is odd, |C| ≥ 3 and
g(x) = f(x) = 1 for all x ∈ V (C).

Las Vergnas gave two proofs for Theorem 3.1.4. In one proof, he consid-
ered a graph G that satisfies (3.11) but has no (g, f)-factor and for any new
edge e not in G, G+e has a (g, f)-factor. That is, if G satisfies (3.11) then for
any new edge e′ not in G, G+ e′ also satisfies the same condition. So we can
take as a counterexample G having a maximal number of edges and having
some nice properties. This proof technique is used for other theorems. In
the second proof, he used the (g, f)-Factor Theorem. We give another proof,
which uses a standard technique found in many other theorems including the
1-Factor Theorem.

Proof of Theorem 3.1.4. Let C be a component of G − S satisfying the
condition (i) or (ii) in the theorem. It is convenient to refer to C as g-
odd component, and to any other components of G− S not satisfying the
conditions (i) and (ii) g-even components.

We first prove necessity. Assume that G has a (g, f)-factor F . Then it
is obvious that odd(g; G) = 0, and so (3.11) holds for S = ∅. Let S be an
non-empty vertex subset of G, and let C be a g-odd component of G − S.
Then we can easily show that

eF (S, C) ≥ 1,

that is, there exists at least one edge of F joining C to S. Hence

odd(g; G− S) ≤ eF (S, V (G) − S) ≤
∑
x∈S

degF (x) ≤
∑
x∈S

f(x).

We next prove sufficiency by induction on the order |G| of G. We may
assume that G is connected since otherwise we can apply the inductive hy-
pothesis to each component, and get a (g, f)-factor of G. If G has a vertex v
with g(v) = f(v) = 0, then G− v satisfies the condition (3.9) since for every
subset S ⊂ V (G) − {v}, we have

odd(g; (G− v) − S) = odd(g; G− (S ∪ {v})) ≤
∑

x∈S∪{v}
f(x) =

∑
x∈S

f(x).
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Hence by the inductive hypothesis, G − v has a (g, f)-factor, which is the
desired (g, f)-factor of G as g(v) = f(v) = 0. Therefore we may assume that
G has no vertex v with g(v) = f(v) = 0, in particular, f(x) ≥ 1 for very
vertex x.

Claim 1. There exists ∅ �= X ⊂ V (G) for which odd(g; G−X) ≥ ∑
x∈X f(x)

−1.

Assume that odd(g; G−S) ≤ ∑
x∈S f(x)− 2 for all ∅ �= S ⊂ V (G). Then

for any chosen edge e of G and for any subset S ⊂ V (G), we have

odd(g; G− e − S) ≤ odd(g; G− S) + 2 ≤
∑
x∈S

f(x).

Thus by the inductive hypothesis, G − e has a (g, f)-factor, which is the
desired (g, f)-factor of G. Hence we may assume that Claim 1 holds.

Let us define the integer τ as

τ = max
∅�=X⊆V (G)

{odd(g; G− X) −
∑
x∈X

f(x)}.

By the condition (3.11) and Claim 1, we have τ ∈ {−1, 0}. Choose a maximal
vertex subset S of G subject to

odd(g; G − S) −
∑
x∈S

f(x) = τ. (3.12)

Then S �= ∅ and

odd(g; G− X) −
∑
x∈X

f(x) < τ for all S ⊂ X ⊆ V (G). (3.13)

Claim 2. For every g-odd component C of G − S and any vertex v of C,
C − v has a 1-factor, which is a (g, f)-factor of C − v.

We may assume |C| ≥ 3. Let T ⊂ V (C) \ {v}. It is clear that every odd
component of (C − v) − T is a g-odd component since g(x) = f(x) = 1 for
all x ∈ V (C). Then since S ⊂ S ∪ {v} ∪ T , we have by (3.13)

odd(g; G− (S ∪ {v} ∪ T )) = odd(g; G − S) − 1 + odd(C − v − T )

≤
∑

x∈S∪{v}∪T

f(x) + τ − 1 =
∑
x∈S

f(x) + τ + |T |.

Hence odd(C − v − T ) ≤ |T | + 1, which implies odd(C − v − T ) ≤ |T | as
odd(C−v−T ) ≡ |T | (mod 2). Therefore C−v has a 1-factor by the 1-factor
Theorem.
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Claim 3. Every g-even component D of G−S has a (g, f)-factor. Moreover,
if g(v) < f(v) for some vertex v of D, then for every edge uw of G joining
u ∈ S to w ∈ V (D), D + uw also has a (g, f)-factor, where we define
g(u) = f(u) = 1.

Let ∅ �= T ⊂ V (D). Then by (3.13), we have

odd(g; G − S) + odd(g; D − T ) = odd(g; G− (S ∪ T ))

≤
∑

x∈S∪T

f(x) + τ − 1.

By (3.12) we have

odd(g; D − T ) ≤
∑
x∈T

f(x) − 1, (3.14)

and so D has a (g, f)-factor by induction. Moreover, by the above inequality,
we have

odd(g; (D + uw) − T ) ≤ odd(g; D − T ) + 1 ≤
∑
x∈T

f(x).

It is clear that

odd(g; (D + uw) − (T ∪ {u})) = odd(g; D − T ) ≤
∑

x∈T∪{u}
f(x) − 2.

Furthermore the existence of a vertex v with g(v) < f(v) guarantees odd(g; D+
uw) = 0. Hence D + uw has a (g, f)-factor by induction when D + uw �= G.

Note that if G = D+uw, then S = {u}, f(u) = 1, τ = −1 and odd(g; G−
S) = 0. In such a case D has a (g, f ′)-factor with f ′(x) = f(x), x ∈
V (D) \ {w}, and f ′(w) = f(w) − 1 by (3.14). Hence by adding uw to this
factor, we can get the desired (g, f)-factor of G = D + uw.

Let {C1, C2, . . . , Cm} be the set of g-odd components of G − S, where
m = odd(g; G − S). We construct a bipartite graph B with bipartition
(S, {C1, C2, . . . , Cm}) as follows: x ∈ S and Ci are joined by an edge of B if
and only if x and Ci are joined by at least one edge of G (see Figure 3.3).
Then B has the following properties.

Claim 4. If τ = 0, then B has a factor F such that (i) degF (x) = f(x) for
all x ∈ S and (ii) degF (Ci) = 1 for all 1 ≤ i ≤ m. If τ = −1, then for any
given vertex u ∈ S, B has a factor F such that (iii) degF (x) = f(x) for all
x ∈ S − u, degF (u) = f(u) − 1, and (iv) degF (Ci) = 1 for all 1 ≤ i ≤ m.
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u w uv

Figure 3.3: The graph G with S, and the bipartite graph B.

We shall prove only the case τ = −1 since the proof of the case τ = 0 is
similar. Let ∅ �= X ⊂ S. Assume that |NB(X)| <

∑
x∈X f(x). Then

odd(g; G− (S \ X)) ≥ odd(g; G− S) − |NB(X)|
>

∑
x∈S

f(x) + τ −
∑
x∈X

f(x) =
∑

x∈S\X
f(x) + τ.

This contradicts the definition of τ . Hence |NB(X)| ≥ ∑
x∈X f(x). Moreover,

|NB(S)| = m = odd(g; G− S) =
∑
x∈S

f(x) − 1.

Consequently by Theorem 1.1.10, B has a factor F such that (i) degF (x) =
f(x) for every x ∈ S−u, degF (u) = f(u)−1, and (ii) degF (Ci) = 1 for every
1 ≤ i ≤ m.

Claim 5. If G − S has a g-even component D such that g(v) < f(v) for
some vertex v of D, then G has a (g, f)-factor.

We may assume that τ = −1 since if τ = 0, then we can similarly prove
the claim. Suppose that G − S has a g-even component D that contains
a vertex v with g(v) < f(v). Let uw be an edge of G joining u ∈ S to
w ∈ D. Let {C1, . . . , Cm} be the set of g-odd component of G− S. Then by
Claim 4, the bipartite graph B with bipartition (S, {C1, C2, . . . , Cm}) has a
factor F such that degF (x) = f(x) for all x ∈ S −u, degF (u) = f(u)−1 and
degF (Ci) = 1 for all 1 ≤ i ≤ m. For every edge xCi of F , we can choose an
edge of G joining x to a vertex vi ∈ V (Ci), and obtain a subgraph H of G
by collecting these edges. Since D + uw, the other g-even components and
Ci − vi have (g, f)-factors by Claims 3 and 4. By combining these factors
and H , we can obtain the desired (g, f)-factor of G (see Figure 3.4).
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Figure 3.4: A (g, f)-factor, denoted by bold edges, of G with τ = −1.

By Claim 5, we may assume that no g-even component D of G − S
satisfies the condition of Claim 5. Thus every g-even component D satisfies
g(x) = f(x) = 1 for all x ∈ V (D), and has a 1-factor by Claim 3.

If τ = 0, then we can get the desired (g, f)-factor of G in the same way
as in the proof of Claim 5, i.e., by considering the factor F given in Claim 4
with τ = 0 and by the fact of Claim 2.

So we may assume that τ = −1. If g(u) < f(u) for some vertex u ∈ S,
then by considering the (g, f)-factor F in Claim 4 with τ = −1 and by
Claim 2, we can get the desired (g, f)-factor of G. So we may assume g(x) =
f(x) for all x ∈ S. In this case, if G−S has an isolated vertex v, then v and
S must be joined by at least two edges as τ = −1. If an isolated vertex v1 of
G−S satisfies f(v1) ≥ 2, then we can find the desired (g, f)-factor of G. Its
two edges join v1 to S. If every isolated vertex v of G− S satisfies f(v) = 1,
then g(x) = f(x) = 1 for all x ∈ V (G), and thus

|G| ≡ |S| + m ≡ τ ≡ 1 (mod 2).

Hence G itself is a g-odd component, which contradicts (3.9) with S − ∅.
Consequently the proof is complete. �

We now consider factors combining f -factors and (g, f)-factors. Let g, f :
V (G) → Z

+ such that g(x) ≤ f(x) for all x ∈ V (G). Then we say that
G has all (g, f)-factors if for every function h : V (G) → Z

+ such that
g(x) ≤ h(x) ≤ f(x) for all x ∈ V (G) and

∑
x∈V (G) h(x) ≡ 0 (mod 2), G

has an h-factor. A necessary and sufficient condition for a graph to have all
(g, f)-factors is given in the next theorem.

Theorem 3.1.5 (Niessen [115]) Let G be a general graph and g, f : V (G) →
Z

+ with g(x) ≤ f(x) for all x ∈ V (G) and g(w) < f(w) for at least one vertex
w, which guarantees the existence of a function h defined above. Then G has
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all (g, f)-factors if and only if for all disjoint subsets S and T of V (G),∑
x∈S

g(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) − q̂(S, T ) ≥ −1, (3.15)

where q̂(S, T ) denotes the number of components C of G− (S ∪ T ) such that
either (i) g(u) < f(u) for some vertex u ∈ V (C) or (ii) g(x) = f(x) for all
x ∈ V (C) and ∑

x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2). (3.16)

Proof. We first prove sufficiency. Let h : V (G) → Z
+ such that g(x) ≤

h(x) ≤ f(x) for all x ∈ V (G) and
∑

x∈V (G) h(x) ≡ 0 (mod 2). Let S and

T be disjoint subsets of V (G). Then by the f -factor Theorem, it suffices to
show that

δ(h; S, T ) =
∑
x∈S

h(x) +
∑
x∈T

(degG(x) − h(x)) − eG(S, T ) − q(h; S, T ) ≥ 0,

(3.17)
where q(h; S, T ) denotes the number of components C of G−(S∪T ) satisfying∑

x∈V (C)

h(x) + eG(C, T ) ≡ 1 (mod 2).

Since every component C of G − (S ∪ T ) counted in q(h; S, T ) satisfies the
condition (i) or (ii) in the theorem, we have q(h; S, T ) ≤ q̂(S, T ). Hence by
the inequality g(x) ≤ h(x) ≤ f(x), we have

δ(h; S, T ) =
∑
x∈S

h(x) +
∑
x∈T

(degG(x) − h(x)) − eG(S, T ) − q(S, T )

≥
∑
x∈S

g(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) − q̂(S, T )

≥ −1.

The following congruent expression holds by the f -Factor Theorem.

δ(h; S, T ) ≡
∑

x∈V (G)

h(x) ≡ 0 (mod 2).

Hence δ(h; S, T ) ≥ 0. Therefore G has an h-factor.

We next prove necessity. Let S and T be disjoint subsets of V (G). We
define a function h : V (G) → Z

+ as follows:
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(1) h(x) = f(x) for x ∈ S,

(2) h(x) = g(x) for x ∈ T ,

(3) for every component C of G − (S ∪ T ) having a vertex u
with g(u) < f(u), define h(x) = f(x) for all x ∈ V (C) − u and
h(u) = f(u) or f(u) − 1 so that

∑
x∈V (C) h(x) + eG(C, T ) ≡ 1

(mod 2); and

(4) for every component C of G − (S ∪ T ) with g(x) = f(x) for
all x ∈ V (C), define h(x) = f(x) for all x ∈ V (C).

If
∑

x∈V (G) h(x) is even, then G has an h-factor, and so by the f -Factor
Theorem, we have

0 ≤ δ(h; S, T )

=
∑
x∈S

h(x) +
∑
x∈T

(degG(x) − h(x)) − eG(S, T ) − q(h; S, T )

=
∑
x∈S

g(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) − q̂(S, T ).

If
∑

x∈V (G) h(x) is odd, then since g �= f , G has a vertex w with g(w) <

f(w). We change exactly one value h(w) so that g(w) ≤ h(w) ≤ f(w)
and

∑
x∈V (G) h(x) is even. If w ∈ S ∪ T then q(h; S, T ) = q̂(S, T ) and

h(w) = f(w) − 1 or h(w) = g(w) + 1; otherwise q(h; S, T ) ≥ q̂(S, T ) − 1.
Then G has an h-factor, and so by the f -factor Theorem, we have

0 ≤ δ(h; S, T )

=
∑
x∈S

h(x) +
∑
x∈T

(degG(x) − h(x)) − eG(S, T ) − q(h; S, T )

≤
∑
x∈S

g(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) − q̂(S, T ) + 1.

Consequently (3.15) holds in this case, and the proof is complete. �

Theorem 3.1.6 (Katerinis [85]) Let G be a 2-tough simple graph. Then for
every function f : V (G) → {1, 2} such that

∑
x∈V (G) f(x) ≡ 0 (mod 2), G

has an f -factor.

Proof. Since G is 2-tough, G is connected. Suppose that the theorem does
not hold. Then G is not a complete graph, and so

|G| ≥ 6 and δ(G) ≥ 4
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by tough(G) ≥ 2 (see Exercises). By Theorem 3.1.5, there exists a pair (S, T )
of disjoint subsets S and T of V (G) such that

ρ(S, T ) = |S| +
∑
x∈T

degG−S(x) − 2|T | − ω(G − (S ∪ T )) ≤ −2, (3.18)

where ω(G − (S ∪ T )) = q̂(S, T ) denotes the number of components of G −
(S ∪T ). We choose such a pair (S, T ) so that T is minimal. Then S∪T �= ∅.
It follows that T �= ∅ since if ω(G−S) = 1 then ρ(S, ∅) = |S|−ω(G−S) ≥ 0;
otherwise, |S| ≥ 2ω(G−S) and thus ρ(S, ∅) = |S|−ω(G−S) ≥ ω(G−S) ≥ 2,
which are contradictions.

Claim 1. For every x ∈ T , it follows that eG(x, T ) = 0 and degG−S(x) ≤ 2.
In particular, |S| ≥ 2.

Let v ∈ T . By the choice of (S, T ), it follows that

1 ≤ ρ(S, T − v) − ρ(S, T )

= |S| +
∑

x∈T−v

degG−S(x) − 2|T − v| − ω(G − (S ∪ (T − v)))

−
(
|S| +

∑
x∈T

degG−S(x) − 2|T | − ω(G − (S ∪ T ))
)

≤ − degG−S(v) + 2 + eG(v, V (G) − (S ∪ T )) − 1

= −eG(v, T ) + 1.

Hence eG(v, T ) = 0.
Similarly, it follows from ω(G − (S ∪ T )) = ω(G − ((S + v) ∪ (T − v)))

that

1 ≤ ρ(S + v, T − v) − ρ(S, T )

= |S| + 1 +
∑

x∈T−v

degG(x) − eG(S + v, T − v) − 2|T − v|

−
(
|S| +

∑
x∈T

degG(x) − eG(S, T ) − 2|T |
)

= 1 − degG(v) + eG(v, S) − eG(v, T − v) + 2

= − degG−S(v) + 3. (by eG(v, T ) = 0)

Hence degG−S(v) ≤ 2. Since δ(G) ≥ 4, we have

4 ≤ degG(v) ≤ |S| + degG−S(v) ≤ |S| + 2,

which implies |S| ≥ 2.
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Claim 2. |T | ≥ 2.

Assume T = {v}. If ω(G − (S ∪ {v})) = 1, then it follows from |S| ≥ 2
that

ρ(S, {v}) ≥ |S| − 2|{v}| − ω(G − (S ∪ {v})) ≥ −1,

which contradicts (3.18). If ω(G− (S ∪ {v})) ≥ 2, then |S ∪ {v}| ≥ 2ω(G−
(S ∪ {v})), and so

ρ(S, {v}) ≥ |S|−2|{v}|−ω(G−(S∪{v})) ≥ ω(G−(S∪{v}))−1−2|{v}| ≥ −1,

a contradiction. Therefore the claim holds.

T1

S T2T0

Ω0 Ω1 Ω2
y y

Figure 3.5: A graphs G with a pair (S, T ).

By Claim 1, we can partition T into the following three disjoint subsets.

T0 = {x ∈ T | degG−S(x) = 0}; T1 = {x ∈ T | degG−S(x) = 1};
T2 = {x ∈ T | degG−S(x) = 2}.

We divide the set Ω of components of G − (S ∪ T ) into the following three
subsets.

Ω0 = {C ∈ Ω | eG(C, T ) = 0},
Ω1 = {C ∈ Ω | eG(C, T ) ≥ 1 and eG(x, T ) = 1 for some vertex x ∈ V (C) },
Ω2 = {C ∈ Ω | eG(C, T ) ≥ 1 and eG(x, T ) ≥ 2 for all x ∈ V (C)}.

For each C ∈ Ω1, choose one vertex y of C such that eG(y, T ) = 1, and let
Y denote the set of these vertices, that is,

Y = {y ∈ V (C) | eG(y, T ) = 1, C ∈ Ω1, |Y ∩ V (C)| = 1}.
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Then by Claim 2, G − (S ∪ (NG(T ) − Y )) has at least |T | ≥ 2 components,
and so

|S| + |T1| + 2|T2| − |Ω1| − |Ω2| ≥ |S ∪ (NG(T ) − Y ))|
≥ 2ω(G − (S ∪ (NG(T ) − Y ))

≥ 2(|Ω0| + |T0| + |T1| + |T2|).

Hence
|S| ≥ 2|Ω0| + |Ω1| + |Ω2| + 2|T0| + |T1|.

Therefore

ρ(S, T ) = |S| +
∑
x∈T

degG−S(x) − 2|T | − ω(G − (S ∪ T ))

≥ |S| + |T1| + 2|T2| − 2(|T0| + |T1| + |T2|) − (|Ω0| + |Ω1| + |Ω2|)
≥ |S| − (2|T0| + |T1| + |Ω0| + |Ω1| + |Ω2|) ≥ 0.

This contradicts (3.18). Consequently the theorem is proved. �

Exercises

Exercise 3.1.1 Show that N in (3.6) can be defined as N =
∑

x∈V (G) |g(x)|+
|G|. In order to show this, it suffices to prove that δG∗(S, T ) ≥ 0 when w ∈ S
or w ∈ T .

Hint + Answer If w ∈ S, then

δG∗(S, T ) ≥
∑
x∈S

f(x) +
∑
x∈T

(degG∗(x) − f(x))

−eG∗(S, T ) − qG∗(S, T )

≥
∑

x∈S−{w}
f(x) + M +

∑
x∈T

( degG(x) + f(x) − g(x))

−
∑
x∈T

(f(x) − g(x)) − eG(S − {w}, T ) − |G|

≥ M +
∑
x∈T

degG(x) − eG(S − {w}, T )− |G| ≥ 0.

Assume w ∈ T , then

δG∗(S, T ) ≥
∑
x∈S

f(x) +
∑

x∈T−{w}
(degG∗(x) − f(x)) + M
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−eG∗(S, T ) − qG∗(S, T )

≥
∑
x∈S

f(x) +
∑

x∈T−{w}
(degG(x) − g(x))

−
∑
x∈S

(f(x) − g(x)) − eG(S, T − {w}) − |G| + M

≥
∑
x∈S

g(x) −
∑

x∈T−{w}
g(x) − |G| + M

+
∑

x∈T−{w}
degG(x) − eG(S, T − {w}) ≥ 0.

Exercise 3.1.2 Let G be a connected non-complete graph with tough(G) ≥
2. Show that the order of G is at least six and δ(G) ≥ 4.

3.2 Graphs Having the Odd-Cycle Property

Before going to the next stage of (g, f)-factors and [a, b]-factors, we investi-
gate factor theory in a special class of graphs which possess the odd-cycle
property. Many results on factors in bipartite graphs can be extended to
factors in graphs of this class. A graph is said to have the odd-cycle prop-
erty if any two odd cycles either have a vertex in common or are joined by
an edge. Of course, every bipartite graph has the old-cycle property, and
so the class of graphs having the odd-cycle property is larger than the class
of bipartite graphs. For example, the graph G given in Figure 3.6 has the
odd-cycle property because each of its odd cycles passes through u or w and
two vertices u and w are adjacent.

u

w

Figure 3.6: A graph possessing the odd-cycle property.

We begin with the next theorem, which is similar to Hall’s theorem in
bipartite graphs.
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Theorem 3.2.1 (Berge [19]) Let G be a connected simple graph of even or-
der possessing the odd-cycle property. Then G has a 1-factor if and only
if

|NG(S)| ≥ |S| for all S ⊂ V (G). (3.19)

Moreover, the above theorem is equivalent to the following theorem, which
is similar to Tutte’s 1-Factor Theorem but counts only isolated vertices. Note
that the two conditions (3.19) and (3.20) are equivalent only in special graphs.
They are not equivalent in general graphs though (3.19) implies (3.20).

Theorem 3.2.2 Let G be a connected simple graph of even order possessing
the odd-cycle property. Then G has a 1-factor if and only if

iso(G − S) ≤ |S| for all S ⊂ V (G). (3.20)

Proof of Theorems 3.2.1 and 3.2.2. Suppose that G has a 1-factor
F . Let ∅ �= S ⊂ V (G). Then |NG(S)| ≥ |NF (S)| = |S|. Moreover, since
iso(G − S) ≤ odd(G − S), necessity follows immediately from the 1-Factor
Theorem.

In order to prove sufficiency, we use the same argument as we did in the
proof of Theorem 1.4.3, i.e. if for every vertex subset S of a graph H , the
number of factor critical components of H − S is less than or equal to |S|,
then H has a 1-factor.

Assume that G has no 1-factor. Then by the 1-Factor Theorem, there
exists a subset S ⊂ V (G) such that odd(G − S) ≥ |S| + 2. Choose such a
maximal subset S. Then by the proof of Theorem 1.4.3, every component
of G − S is factor critical. Since every factor critical component of order at
least three contains an odd cycle, G − S has at most one such component.
Hence

iso(G − S) ≥ odd(G − S) − 1 ≥ |S| + 1; and

|NG(Iso(G − S))| ≤ |S| ≤ |Iso(G − S)| − 1,

where Iso(G − S) denotes the set of isolated vertices of G − S. Therefore
neither (3.20) nor (3.19) hold. �

We now give a criterion of f -factors and (g, f)-factors in graphs with the
odd-cycle property. The proof presented here was given by Mahmoodian
[109].
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Theorem 3.2.3 (Folkman, Hoffman and McAndrew [50]) Let G be a con-
nected multigraph possessing the odd-cycle property, and f : V (G) → Z.
Then G has an f -factor if and only if

∑
x∈V (G) f(x) is even and for all dis-

joint subsets S and T of V (G),

δ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − f(x)) − eG(S, T ) ≥ 0. (3.21)

Proof. Let S and T be two disjoint subsets of V (G) such that S ∪ T �= ∅.
We use the f -Factor Theorem 2.1.2.

Assume first G has an f -factor F . Then∑
x∈V (G)

f(x) =
∑

x∈V (G)

degF (x) = 2||F || = even

and δ∗(∅, ∅) = 0. It follows from the f -Factor Theorem 2.1.2 that

δ∗(S, T ) = δ(S, T ) + q(S, T ) ≥ δ(S, T ) ≥ 0.

We next prove sufficiency. In order to do so, it suffices to show that
δ(S, T ) ≥ 0 and δ(∅, ∅) = 0, where δ(∅, ∅) = 0 follows from

∑
x∈V (G) f(x).

TS

C

A B
C'

Figure 3.7: A bipartite f -odd component C of G−(S∪T ) with bipartition (A,B),
and another f -odd component C ′.

Let C ′ be an f -odd component of G − (S ∪ T ). Then C ′ satisfies∑
x∈V (C′)

f(x) + eG(C ′, T ) ≡ 1 (mod 2).

If an f -odd component C of G− (S ∪T ) is a bipartite graph with bipartition
(A, B), then

q(S ∪ A, T ∪ B) = q(S ∪ B, T ∪ A) = q(S, T ) − 1. (see Figure 3.7)
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Thus we obtain

δ(S ∪ A, T ∪ B) + δ(S ∪ B, T ∪ A) − 2δ(S, T )

=
∑

x∈S∪A

f(x) +
∑

x∈S∪B

f(x) +
∑

x∈T∪B

(degG(x) − f(x))

+
∑

x∈T∪A

(degG(x) − f(x)) − eG(S ∪ A, T ∪ B) − eG(S ∪ B, T ∪ A)

−q(S ∪ A, T ∪ B) − q(S ∪ B, T ∪ A)

−2
∑
x∈S

f(x) − 2
∑
x∈T

(degG(x) − f(x)) + 2eG(S, T ) + 2q(S, T )

=
∑

x∈A∪B

f(x) +
∑

x∈A∪B

(degG(x) − f(x))

−2eG(A, B) − eG(A ∪ B, S ∪ T ) + 2

=
∑

x∈A∪B

degG(x) −
∑

x∈A∪B

degG(x) + 2 = 2. (C is a bipartite graph.)

Since
δ(S, T ) ≡ δ(S ∪ A, T ∪ B) ≡ δ(S ∪ B, T ∪ A) (mod 2),

it follows that

δ(S, T ) ≥ δ(S ∪ A, T ∪ B) or δ(S ∪ B, T ∪ A).

Namely, by setting (S ′, T ′) = (S ∪ A, T ∪ B) or (S ∪ B, T ∪ A), we have

δ(S, T ) ≥ δ(S ′, T ′).

By repeating the same procedure for every bipartite f -odd components of
G − (S ∪ B) one by one, we obtain

δ(S, T ) ≥ δ(S∗, T ∗),

where G−(S∗∪T ∗) has at most one f -odd component since G−(S∪T ) has at
most one non-bipartite component. Therefore it follows from δ∗(S∗, T ∗) ≥ 0
and q(S∗, T ∗) ≤ 1 that

δ(S, T ) ≥ δ(S∗, T ∗) = δ∗(S∗, T ∗) − q(S∗, T ∗) ≥ −1.

This implies δ(S, T ) ≥ 0 by δ(S, T ) ≡ ∑
x∈V (G) f(x) ≡ 0 (mod 2). Conse-

quently, the proof is complete by the f -Factor Theorem. �

The proof of the f -Factor Theorem for a graph having the odd-cycle prop-
erty used the original f -Factor Theorem. On the other hand, we gave an ele-
mentary direct proof to the f -Factor Theorem for a bipartite graph without
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using the f -Factor Theorem. So it might be possible to give an elementary
proof for Theorem 3.2.3. Actually Folkman, Hoffman and McAndrew gave
another proof using flow theory without using the f -Factor Theorem.

A criterion for a graph with the odd-cycle property to have a (g, f)-factor
is different from the (g, f)-Factor Theorem for general graphs. In fact, it gives
only a sufficient condition and the sufficient condition cannot be obtained by
only removing q∗(S, T ) from γ(S, T ). The assumption of the existence of a
vertex u with g(u) < f(u) in the following theorem is natural since otherwise
a (g, f)-factor becomes an f -factor.

Theorem 3.2.4 (Chen and Wang [30] (1993)) Let G be a connected multi-
graph possessing the odd-cycle property. Let g, f : V (G) → Z

+ such that
g(x) ≤ f(x) for all x ∈ V (G) and g(u) < f(u) for some vertex u. Then G
has a (g, f)-factor if for all disjoint subsets S and T of V (G) with S∪T �= ∅,
we have

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) ≥ ε0, (3.22)

where ε0 = 1 if G has an odd cycle with g(x) = f(x) for all its vertices;
otherwise ε0 = 0.

The constant ε0 cannot be removed, that is, there are graphs that have
no (g, f)-factors but have the odd-cycle property and satisfy γ∗(S, T ) ≥ 0 for
all disjoint subsets S and T of V (G) with S ∪ T �= ∅.
Proof. Our proof is similar to that of Theorem 3.2.3 and uses the (g, f)-
Factor Theorem 3.1.1 instead of the f -Factor Theorem.

Let S and T be two disjoint subsets of V (G) such that S∪T �= ∅. In order
to prove the theorem, it suffices to show that γ(S, T ) ≥ 0 and γ(∅, ∅) = 0,
where γ(S, T ) is given in (g, f)-Factor Theorem and γ(∅, ∅) = 0 holds because
of the existence of a vertex u with g(u) < f(u).

Let C ′ be a (g, f)-odd component of G − (S ∪ T ). Then C ′ satisfies

g(x) = f(x) for all x ∈ V (C ′), and∑
x∈V (C′)

f(x) + eG(C ′, T ) ≡ 1 (mod 2).

If a (g, f)-odd component C of G−(S∪T ) is a bipartite graph with bipartition
(A, B), then

q∗(S ∪ A, T ∪ B) = q∗(S ∪ B, T ∪ A) = q∗(S, T ) − 1.
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Thus we obtain

γ(S ∪ A, T ∪ B) + γ(S ∪ B, T ∪ A) − 2γ(S, T )

=
∑

x∈S∪A

f(x) +
∑

x∈S∪B

f(x) +
∑

x∈T∪B

(degG(x) − g(x))

+
∑

x∈T∪A

(degG(x) − g(x)) − eG(S ∪ A, T ∪ B) − eG(S ∪ B, T ∪ A)

−q∗(S ∪ A, T ∪ B) − q∗(S ∪ B, T ∪ A)

−2
∑
x∈S

f(x) − 2
∑
x∈T

(degG(x) − g(x)) + 2eG(S, T ) + 2q∗(S, T )

=
∑

x∈A∪B

f(x) +
∑

x∈A∪B

(degG(x) − g(x))

−2eG(A, B) − eG(A ∪ B, S ∪ T ) + 2

=
∑

x∈A∪B

degG(x) −
∑

x∈A∪B

degG(x) + 2 (by g(x) = f(x) for x ∈ A ∪ B)

= 2.

On the other hand, it follows that

γ(S ∪ A, T ∪ B) − γ(S, T )

=
∑
x∈A

f(x) +
∑
x∈B

(degG(x) − g(x)) − eG(S, B) − eG(A, T ) − eG(A, B) + 1

≡
∑

x∈A∪B

f(x) +
∑
x∈B

degG(x) (by g(x) = f(x) for x ∈ A ∪ B)

−eG(S, B) − eG(A, T ) − eG(A, B) +
∑

x∈V (C)

f(x) + eG(C, T ) (mod 2)

≡ 2
∑

x∈V (C)

f(x) + eG(B, A) + eG(B, S) + eG(B, T )

−eG(S, B) − eG(A, T ) − eG(A, B) + eG(C, T ) (mod 2)

≡ 2
∑

x∈V (C)

f(x) + 2eG(B, T ) ≡ 0 (mod 2).

Hence

γ(S, T ) ≡ γ(S ∪ A, T ∪ B) ≡ γ(S ∪ B, T ∪ A) (mod 2).

Therefore we obtain

γ(S, T ) ≥ γ(S ∪ A, T ∪ B) or γ(S ∪ B, T ∪ A),
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i.e., by setting (S ′, T ′) = (S ∪ A, T ∪ B) or (S ∪ B, T ∪ A), we have

γ(S, T ) ≥ γ(S ′, T ′).

By repeating the above procedure for every bipartite (g, f)-odd compo-
nents of G − (S ∪ B) one by one, we obtain

γ(S, T ) ≥ γ(S∗, T ∗),

where G− (S∗∪T ∗) has at most one (g, f)-odd component since G− (S ∪T )
has at most one non-bipartite component. Define ε = 1 if G − (S ∪ T ) has
exactly one non-bipartite component and ε = 0 otherwise. Then if ε = 1 then
ε0 = 1 by the definition of (g, f)-odd components, and therefore it follows
from γ∗(S∗, T ∗) ≥ ε0 that

γ(S, T ) ≥ γ(S∗, T ∗) = γ∗(S∗, T ∗) − q∗(S∗, T ∗) = γ∗(S∗, T ∗) − ε

≥ ε0 − ε = 0.

This implies γ(S, T ) ≥ 0. Consequently, the proof is complete by the f -
Factor Theorem. �

3.3 [a, b]-Factors and (g, f)-Factors

In this section we shall give some sufficient conditions for a graph to have an
[a, b]-factor, also some sufficient conditions for a graph to have a (g, f)-factor.
Recall that for two integers 0 ≤ a ≤ b, a spanning subgraph F of a graph G
is called an [a, b]-factor if

a ≤ degF (x) ≤ b for all x ∈ V (G).

Similarly, a graph G is called an [a, b]-graph if a ≤ degG(x) ≤ b for all
vertices x of G.

We begin with a criterion for a graph to have an [a, b]-factor, which is
easily obtained from the (g, f)-Factor Theorem or the (g, f)-Factor Theorem
with g < f by simply setting g(x) = a and f(x) = b for all vertices x. Note
that if a = b, then an [a, b]-factor becomes a regular a-factor, and so in this
section we always assume a < b. If a = 0, then every graph has an [a, b]-
factor, which contains no edges, and so we may restrict ourselves to the case
of a ≥ 1.
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Theorem 3.3.1 (The [a, b]-Factor Theorem, Lovász) Let a and b be in-
tegers such that 1 ≤ a < b. Then a general graph G has an [a, b]-factor if
and only if for all two disjoint subsets S and T of V (G), we have

γ∗(S, T ) = b|S| +
∑
x∈T

degG(x) − a|T | − eG(S, T ) ≥ 0. (3.23)

It is obvious that γ∗(∅, ∅) = 0 and so we check only the case S ∪T �= ∅. Note
that (3.23) is equivalent to

γ∗(S, T ) = b|S| +
∑
x∈T

degG−S(x) − a|T | ≥ 0. (3.24)

The conditions (3.23) and (3.24) can be replaced by the following inequality,
which is sometimes more useful.

Theorem 3.3.2 (Heinrich, Hell, Kirkpatrick and Liu, [56]) Let G be a gen-
eral graph, and a and b be integers such that 1 ≤ a < b. For any subset
S ⊂ V (G) and any integer j ≥ 0, let nj(G − S) denote the number of ver-
tices of G − S with degree j. Then G has an [a, b]-factor if and only if∑

0≤j<a

(a − j) · nj(G − S) ≤ b|S| for all S ⊂ V (G). (3.25)

Proof. We first prove sufficiency by using the [a, b]-Factor Theorem 3.3.1.
Let S and T be two disjoint subsets of V (G). Then

a|T | −
∑
x∈T

degG−S(x) (3.26)

=
∑
0≤j

(a − j) |{x ∈ T | degG−S(x) = j}|

≤
∑

0≤j<a

(a − j) |{x ∈ T | degG−S(x) = j}|

≤
∑

0≤j<a

(a − j) |{x ∈ V (G) − S | degG−S(x) = j}|

=
∑

0≤j<a

(a − j) nj(G − S). (3.27)

Hence if G satisfies (3.25), then

b|S| ≥
∑

0≤j<a

(a − j) nj(G − S) ≥ a|T | −
∑
x∈T

degG−S(x).
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Therefore (3.24) holds, and so G has an [a, b]-factor.
Conversely, assume that G has an [a, b]-factor. For any subset S ⊂ V (G),

we define
T = {x ∈ V (G) − S | degG−S(x) < a}.

Then all the inequalities between (3.26) and (3.27) become equations, and
so

a|T | −
∑
x∈T

degG−S(x) =
∑

0≤j<a

(a − j)nj(G − S).

On the other hand, by the [a, b]-Factor Theorem, we have

b|S| +
∑
x∈T

degG−S(x) − a|T | ≥ 0.

Combining the two inequalities, we have

b|S| ≥
∑

0≤j<a

(a − j) nj(G − S).

Consequently the theorem is proved. �

To show the existence of an [a, b]-factor, we may apply Theorem 3.3.1
together with the next lemma instead of Theorem 3.3.2.

Lemma 3.3.3 Let G be a general graph, and a and b be integers such that
1 ≤ a < b. Suppose that G has no [a, b]-factors. Then there exist disjoint
subsets S and T of V (G) such that

γ∗(S, T ) = b|S| +
∑
x∈T

degG−S(x) − a|T | < 0.

Among such subsets S and T , choose S and T so that T is minimal. Then
(i) T �= ∅ and (ii) degG−S(x) ≤ a − 1 for all x ∈ T .

Proof. It is trivial that T �= ∅. Let v ∈ T . Then

1 ≤ γ∗(S, T − v) − γ∗(S, T )

= b|S| +
∑

x∈T−v

degG−S(x) − a|T − v|

−
(
b|S| +

∑
x∈T

degG−S(x) − a|T |
)

= − degG−S(v) + a.

Hence degG−S(v) ≤ a − 1. �
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By setting a = 1 in Theorem 3.3.2, we can obtain the following Theo-
rem 3.3.4 since

n0(G − S) = iso(G − S) = the number of isolated vertices in G − S.

This theorem is also obtained from Las Vergnas’s (g, f)-Factor Theorem with
g ≤ 1 (Theorem 3.1.4) because if g(x) = 1 and f(x) = b ≥ 2 for all x ∈ V (G),
then odd(g; G − S) is equal to the number of isolated vertices of G − S (see
(3.9)). We shall give another direct proof for this theorem in the Chapter 5
by regarding a [1, b]-factor as a component factor.

Theorem 3.3.4 (Las Vergnas (b ≥ 2) [92]) Let b ≥ 2 be an integer. Then a
general graph G has a [1, b]-factor if and only if

iso(G − S) ≤ b|S| for all S ⊂ V (G). (3.28)

Furthermore, the following inequality guarantees the existence of a [1, b]-
factor.

|NG(S)| ≥ |S|
b

for all S ⊂ V (G). (3.29)

We explain only that (3.29) implies (3.28). For every S ⊂ C(G), (3.28)
follows from

|S| ≥ |NG(Iso(G − S))| ≥ |Iso(G − S)|
b

=
iso(G − S)

b
,

where Iso(G − S) denotes the set of isolated vertices of G − S.
The following theorem was obtained independently by Heinrich, Hell,

Kirkpatrick and Liu [56] and Egawa and Kano ([41], [146] p. 121).

Theorem 3.3.5 Let G be a connected general graph and g, f : V (G) → Z

such that g(x) ≤ degG(x), 0 ≤ f(x) and g(x) < f(x) for all x ∈ V (G). If
for every pair of adjacent vertices x and y of G, we have

g(x)

degG(x)
≤ f(y)

degG(y)
, (3.30)

then G has a (g, f)-factor.

Proof. We use the (g, f)-Factor Theorem with g < f (Theorem 3.1.2) since
g(x) < f(x) for all x ∈ V (G). Let S and T be disjoint subsets of V (G) such
that S ∪ T �= ∅. Then we have

γ∗(S, T ) =
∑
s∈S

f(s) +
∑
t∈T

(degG(t) − g(t)) − eG(S, T )

=
∑
s∈S

degG(s)
f(s)

degG(s)
+
∑
t∈T

degG(t)
(
1 − g(t)

degG(t)

)
− eG(S, T ).
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SG

s t

T

f(s) 
degG(s)

g(t) 
degG(t)1 − 

−1

Figure 3.8: The weights of edges of G with S ∪ T .

For each vertex s ∈ S, add the weight f(s)/ degG(s) to all the edges inci-
dent with s, for each vertex t ∈ T , we add the weight 1− g(t)/ degG(t) to all
edges incident with t, and finally add the weight −1 to all the edges between
S and T , (see Figure 3.8). Since f(s)/ degG(s) ≥ 0 and 1− g(t)/ degG(t) ≥ 0,
we have by the above expression for γ∗(S, T )

γ∗(S, T ) =
∑
s∈S

degG(s)
f(s)

degG(s)
+
∑
t∈T

degG(t)
(
1 − g(t)

degG(t)

)
− eG(S, T )

≥ The total sum of weights of edges between S and T

=
∑

st∈E(G), s∈S, t∈T

(
f(s)

degG(s)
+ 1 − g(t)

degG(t)
− 1

)

≥ 0. by (3.30)

Hence γ∗(S, T ) ≥ 0 and thus G has a (g, f)-factor. �

The next theorem follows immediately from the above theorem, but it
also can be proved directly by the (g, f)-Factor Theorem with (g < f) as we
show in the proof.

Theorem 3.3.6 (Kano and Saito [77] (1983)) Let G be connected general
graph and g, f : V (G) → Z such that g(x) < f(x) for all x ∈ V (G). If
there exists a real number 0 ≤ θ ≤ 1 such that

g(x) ≤ θ degG(x) ≤ f(x) for all x ∈ V (G), (3.31)

then G has a (g, f)-factor.

Proof. We use the (g, f)-Factor Theorem with g < f (Theorem 3.1.2). Let
S and T be disjoint subsets of V (G) such that S ∪ T �= ∅.

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T )

≥ θ
∑
x∈S

degG(x) +
∑
x∈T

(1 − θ) degG(x) − eG(S, T )

≥ θeG(S, T ) + (1 − θ)eG(S, T ) − eG(S, T ) = 0.
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Therefore G has a (g, f)-factor. �

Theorem 3.3.7 (Kano and Saito [77] (1983)) Let m, n, a and b be integers
such that 1 ≤ m ≤ n and 1 ≤ a < b ≤ n. If

a

b
≤ m

n
,

then every general [m,n]-graph has an [a, b]-factor.

Proof. Let G be a [m,n]-graph. Define g(x) = a and f(x) = b for all
x ∈ V (G), and θ = b/n. Then

g(x) = a ≤ θm ≤ θ degG(x) ≤ θn = b = f(x).

Hence by Theorem 3.3.6, G has an [a, b]-factor. �

We now show that the condition in Theorem 3.3.7 is sharp, i.e., we can
prove that if a/b > m/n then the complete bipartite graph K(m, n), which
is an [m,n]-graph, does not have an [a, b]-factor. Let G = K(m, n), and let
S and T be the partite sets of K(m, n) such that |S| = m and |T | = n. Then

b|S| +
∑
x∈T

degG(x) − a|T | − eG(S, T )

= bm + mn − an − mn = bm − an < 0 (by a/b > m/n)

Hence by Theorem 3.3.1, G has no [a, b]-factor.
As was shown in Chapter 3, some r-regular simple graphs have no k-

regular factors, but the next theorem, which was conjectured by Erdős and
proved by Tutte, shows that every r-regular graph has a [k, k + 1]-factor.
Such a factor is sometimes called a semi-regular factor.

Theorem 3.3.8 (Tutte [142] (1978)) Let k and r be integers such that 1 ≤
k < r. Then every r-regular general graph has a [k, k + 1]-factor.

The next theorem is a generalization of previous theorem. Thomassen
gave an elementary proof for it by using Hall’s Marriage Theorem. Note that
Theorems 3.3.8 and 3.3.9 follows from Theorem 3.3.7 as k/(k +1) ≤ r/r and
k/(k + 1) ≤ r/(r + 1). We shall later show that if 1 ≤ k ≤ 2r/3, then every
r-regular simple graph has a [k, k + 1]-factor each of whose components is
regular.

Theorem 3.3.9 (Thomassen [136] (1981)) Let k and r be integers such that
1 ≤ k < r. Then every general [r, r + 1]-graph has a [k, k + 1]-factor.
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Theorem 3.3.10 (Heinrich, Hell, Kirkpatrick and Liu [56] (1990)) Let a, b, m,
n and k be integers such that 1 ≤ a < b, 1 ≤ m ≤ n and 1 ≤ k. Then a
general [m,n]-graph has k edge-disjoint [a, b]-factor if

(k − 1)(b2 − a2) ≤ mb − na and a < b ≤ n − (k − 1)a. (3.32)

In particular, if (k − 1)(a + b) ≤ r and a < b ≤ r − (k − 1)a, then every
general r-regular graph has k edge disjoint [a, b]-factors.

Proof. Let G be a general [m,n]-graph. We prove the theorem by induction
on k. If k = 1, then 0 ≤ mb−na by (3.32), which implies a/b ≤ m/n, and so
G has an [a, b]-factor by Theorem 3.3.7. Assume k ≥ 2. Then 0 ≤ mb − na,
and so G has an [a, b]-factor F by Theorem 3.3.7. It is clear that G − E(F )
is an [m − b, n − a]-graph. Then

(k − 2)(b2 − a2) ≤ (m − b)b − (n − a)a

⇔ (k − 1)(b2 − a2) ≤ mb − na,

and
b ≤ (n − a) − (k − 2)a ⇔ b ≤ n − (k − 1)a.

Hence by applying the inductive hypothesis to G−F and k−1, we can obtain
k − 1 edge disjoint [a, b]-factors of G − F , and thus G has k edge disjoint
[a, b]-factors. �

A general graph G is said to be locally s-almost regular if

| degG(x) − degG(y)| ≤ s for all two adjacent vertices x and y.

In particular, a locally 0-almost regular connected graph is a regular graph.
This notion was introduced by Joentgen and Volkmann [64], and they proved
the following theorem.

Theorem 3.3.11 (Joentgen and Volkmann [64] (1991)) Let k, s and t be
integers such that 1 ≤ k, t and 0 ≤ s, and let G be a locally s-almost regular
general graph. If

k ≤ δ(G) and
s

δ(G)
≤ t

k
, (3.33)

then G has a [k, k + t]-factor.

Proof. We define g(x) = k and f(x) = k + t for all x ∈ V (G). Let x
and y be two adjacent vertices of G. Since δ(G) ≤ degG(x), sk ≤ δ(G)t and
degG(y) ≤ degG(x) + s, we have

g(x)

degG(x)
≤ k

δ(G)
≤ k + t

δ(G) + s
≤ f(y)

degG(y)
.
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Therefore by Theorem 3.3.5, G has a (g, f)-factor, which is a [k, k+ t]-factor.
�

Theorem 3.3.12 (Egawa and Kano [41] (1996)) Let G be a connected gen-
eral graph and g, f : V (G) → Z such that g(x) ≤ degG(x), 0 ≤ f(x) and
g(x) ≤ f(x) for all vertices x of G. If the following three conditions hold,
then G has a (g, f)-factor.
(i) G has at least one vertex u with g(u) < f(u).
(ii) For any two adjacent vertices x and y of G, we have

g(x)

degG(x)
≤ f(y)

degG(y)
. (3.34)

(iii) For every non-empty proper subset X of V (G) such that g(x) = f(x)
for all x ∈ X and 〈X〉G is connected, we have

∑
v∈V (G)−X

(
eG(v, X) min

{ f(v)

degG(v)
, 1 − g(v)

degG(v)

})
≥ 1. (3.35)

Proof. We shall show that γ(S, T ) ≥ 0 as required in the (g, f)-Factor
Theorem 3.1.1. Let S and T be two disjoint subsets of V (G). By condition
(i), we have γ(∅, ∅) = 0, and so we may assume S∪T �= ∅. Let C1, C2, . . . , Cm

be the odd components of G − (S ∪ T ), where m = q∗(S, T ). Then we have

γ(S, T ) =
∑
s∈S

f(s) +
∑
t∈T

(degG(t) − g(t)) − eG(S, T ) − q∗(S, T )

=
∑
s∈S

degG(s)
f(s)

degG(s)
+
∑
t∈T

degG(t)
(
1 − g(t)

degG(t)

)
− eG(S, T ) − m.

For each vertex s ∈ S, add the weight f(s)/ degG(s) to all the edges incident
with s, for each vertex t ∈ T , add the weight 1 − g(t)/ degG(t) to all edges
incident with t, and add the weight −1 to every edge joining S and T (see
Figure 3.9).

Then V (Ci) = X satisfies (3.35), f(s)/ degG(s) ≥ 0, 1− g(t)/ degG(t) ≥ 0
and ∑

v∈V (G)−V (Ci)

eG(v, Ci) =
∑

v∈S∪T

eG(v, Ci).

Hence we have

γ(S, T ) =
∑
s∈S

degG(s)
f(s)

degG(s)
+
∑
t∈T

degG(t)
(
1 − g(t)

degG(t)

)
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degG(t)1 − 

−1

Figure 3.9: The graph G with S ∪ T , and the components C1, . . . , Cm, where
m = q∗(S, T ).

−eG(S, T ) − m

≥ (The total sum of weights of edges between S and T )

+ (The total sum of weights of edges joining S ∪ T

and V (C1) ∪ · · · ∪ V (Cm)) − m

≥
∑

st∈E(G), s∈S, t∈T

(
f(s)

degG(s)
+ 1 − g(t)

degG(t)
− 1

)

+
m∑

i=1

( ∑
v∈S∪T

eG(v, Ci) min
{ f(v)

degG(v)
, 1 − g(v)

degG(v)

}
− 1

)
≥ 0.

Consequently, G has a (g, f)-factor. �

Theorem 3.3.13 (Egawa and Kano [41] (1996)) Let G be an r-regular sim-
ple graph and g, f : V (G) → Z such that g(x) < r, 0 < f(x) and g(x) ≤ f(x)
for all x ∈ V (G). If the following two conditions hold, then G has a (g, f)-
factor.
(i) g(x) ≤ f(y) for all two adjacent vertices x and y; and
(ii) for every vertex u with g(u) = f(u), there exists at least one vertex w
that is adjacent to u and satisfies g(w) < f(w) (see Figure 3.10).

Proof. We shall show that the three conditions of Theorem 3.3.12 hold.
Since (i) and (ii) of Theorem 3.3.12 follows immediately, it suffices to show
that condition (iii) holds. Let ∅ �= X ⊂ V (G) such that g(x) = f(x) for all
x ∈ X and 〈X〉G is connected. By condition (ii), for every vertex x ∈ X (see
Figure 3.10), there exists a vertex y ∈ V (G) − X such that g(y) < f(y) and
y is adjacent to x. Hence if |X | ≥ r, then

eG(X, V (G) − X) ≥ |X | ≥ r.
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x y u
w

g(u) = f(u)

g(w) < f(w)g(x) < f(y)  −  
Xx

r- |X|+1

x

y

X

|X|>r  − |X|<r

∃

Figure 3.10: The conditions in Theorem 3.3.12, and X in the proof.

If |X | < r, then since G is a simple graph, x ∈ X is adjacent to at least
r − |X | + 1 vertices in V (G) − X (see Figure 3.10), and thus we have

eG(X, V (G) − X) ≥ (r − |X | + 1)|X | ≥ r.

Therefore, by
1

r
≤ f(v)

degG(v)
and

g(v)

degG(v)
≤ r − 1

r
,

we obtain ∑
v∈V (G)−X

eG(v, X) min

{
f(v)

degG(v)
, 1 − g(v)

degG(v)

}

≥ eG(X, V (G) − X) min
{1

r
, 1 − r − 1

r

}
≥ r · 1

r
= 1.

Consequently G has a (g, f)-factor by Theorem 3.3.12. �

The following theorem is an improvement of Tutte’s Theorem 3.3.8, which
says that every r-regular graph has a [k, k + 1]-factor, i.e., the following
corollary guarantees the existence a [k, k + 1]-factor that has many vertices
of degree k (or k + 1) and a small number of vertices of degree k + 1 (or k).

Theorem 3.3.14 (Egawa and Kano [41] (1996)) Let k and r be integers such
that 0 ≤ k < r, and G be an r-regular simple graph. Let W be a maximal
independent vertex subset of G. Then G has a [k, k + 1]-factor F such that
degF (x) = k for all x ∈ V (G)−W , as well as a [k, k +1]-factor H such that
degH(x) = k + 1 for all x ∈ V (G) − W .

Proof. This theorem is an easy consequence of Theorem 3.3.13. For any
vertex u ∈ V (G)−W , there exists at least one vertex w in W adjacent to u
since otherwise W ∪ {u} becomes an independent set, which contradicts the
maximality of W . Define g and f as

g(x) = f(x) = k for all x ∈ V (G) − W ; and

g(y) = k and f(y) = k + 1 for all y ∈ W.
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Then g and f satisfy the conditions of Theorem 3.3.13, which implies that
G has the desired [k, k +1]-factor F . We can similarly prove the existence of
a [k, k + 1]-factor H . �

The following theorem is proved after the second theorem.

Theorem 3.3.15 (Kano and Saito [77]) Let l, k, r, s, t, u be integers such that
0 ≤ l ≤ k ≤ r, l + u ≤ k + t ≤ r + s, l �= r, l + u �= r + s, 0 ≤ s, 0 ≤ u and
1 ≤ t. Let G be a general [r, r + s]-graph and H be an [l, l + u]-factor of G.
If

(l − k)s + (k − r)u + (r − l)t ≥ 0, (3.36)

then G has a [k, k + t]-factor that contains the given factor H as a subgraph.

By setting s = u = t in Theorem 3.3.15, we obtain the next theorem.

Theorem 3.3.16 ([77]) Let l, k, r, t be integers such that 0 ≤  < k < r and
1 ≤ t. Then for any given [,  + t]-factor H of a general [r, r + t]-graph G,
G has a [k, k + t]-factor that contains H as a subgraph.

Proof of Theorem 3.3.15. Let G be a general [r, r + s]-graph, H be
a [,  + u]-factor of G, and K = G − E(H). Define two functions g, f :
V (K) → Z

+ by

g(x) = k − degH(x) and f(x) = k + t − degH(x) for all x ∈ V (G).

If K has a (g, f)-factor F , then F ∪ H is the desired [k, k + t]-factor. Let

θ =
k − 

r − 
and λ =

k + t −  − u

r + s −  − u
.

Then θ ≤ λ by (3.36). We shall show that K, g and f satisfy condition (3.31)
in Theorem 3.3.6. It is clear that 0 ≤ θ ≤ 1 and g(x) < f(x). Since

k = θr + (1 − θ) ≤ θ degG(x) + (1 − θ) degH(x)

and
degK(x) = degG(x) − degH(x),

we have

g(x) = k − degH(x) ≤ θ degG(x) + (1 − θ) degH(x) − degH(x)

= θ(degG(x) − degH(x)) = θ degK(x).
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Similarly, since

k + t = λ(r + s) + (1 − λ)( + u) ≥ λ degG(x) + (1 − λ) degH(x),

we have

f(x) = k + t − degH(x)

≥ λ degG(x) + (1 − λ) degH(x) − degH(x)

= λ(degG(x) − degH(x)) = λ degK(x)

≥ θ degK(x). (by θ ≤ λ)

Hence g(x) ≤ θ degK(x) ≤ f(x). Consequently (3.31) holds, and the theorem
is proved. �

It is shown in Theorem 2.2.4 that for odd integers a, b, k such that 1 ≤
a < k < b, if a graph G has both an a-factor and a b-factor, then G has a
k-factor. The following theorem gives a similar result for [a, b]-factors. Note
that condition (3.37) is equivalent to the condition that the point (m, n) in
the plane lies above the straight line passing through the points (a, b) and
(c, d). This will be explained after the proof.

Theorem 3.3.17 ([69]) Let a, b, c, d, m, n, be integers such that 0 ≤ a <
m < c and a ≤ b, c ≤ d and m + 1 ≤ n. Suppose that a general graph G has
both an [a, b]-factor and [c, d]-factor. If

n − b

m − a
≥ n − d

m − c
, (3.37)

then G has an [m,n]-factor.

Proof. Let S and T be disjoint subsets of V (G) such that S ∪ T �= ∅. By
the (g, f)-Factor Theorem with g < f (Theorem 3.1.2), it suffices to show
that γ∗(S, T ) ≥ 0. Assume that

γ∗(S, T ) = n|S| +
∑
x∈T

degG−S(x) − m|T | < 0

for some S, T ⊂ V (G), S ∩ T = ∅. Since G has an [a, b]-factor and a [c, d]-
factor, if a < b and c < d then

γ∗
1(S, T ) = b|S| +

∑
x∈T

degG−S(x) − a|T | ≥ 0,

γ∗
2(S, T ) = d|S| +

∑
x∈T

degG−S(x) − c|T | ≥ 0.
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Note that if a = b, then

γ(S, T ) = b|S| +
∑
x∈T

degG−S(x) − a|T | − q(S, T ) ≥ 0,

and thus the above inequalities hold even if a = b or c = d. Hence we obtain

0 > γ∗(S, T ) − γ∗
1(S, T ) ≥ (n − b)|S| − (m − a)|T | (3.38)

0 > γ∗(S, T ) − γ∗
2(S, T ) ≥ (n − d)|S| − (m − c)|T |. (3.39)

If S = ∅, then 0 > −(m − c)|T | by (3.39), which contradicts m < c. Thus
S �= ∅. By (3.38) and (3.39), we obtain

n − b

m − a
<

|T |
|S| and

|T |
|S| <

n − d

m − c
.

Thus
n − b

m − a
<

n − d

m − c
.

This contradicts condition (3.37). Hence γ∗(S, T ) ≥ 0, and therefore G has
an [m,n]-factor.

It is clear that the point (m, n) lies above the line passing through (a, b)
and (c, d) if and only if (c, d) lies below the line passing through (a, b) and
(m, n). The line passing through (a, b) and (m, n) is

y =
n − b

m − a
(x − m) + n.

Hence (c, d) lies below this line if and only if

d ≤ n − b

m − a
(c − m) + n.

This is equivalent to (3.37). �

We now turn our attention to other types of sufficient conditions for a
graph to have an [a, b]-factor. When we consider a general graph with given
binding number or given toughness, we may restrict ourselves to a simple
graph because a general graph and the simple graph have the same binding
number and toughness.

Theorem 3.3.18 (Kano [70] (1990)) Let a and b be integers such that 2 ≤
a < b, and G be a simple graph with |G| ≥ 6a + b. Put λ = 1 + (a − 1)/b.
Suppose

|NG(X)| ≥ λ|X | if |X | <

⌊ |G|
λ

⌋
; and (3.40)

|NG(X)| = V (G) otherwise. (3.41)

Then G has an [a, b]-factor.
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We first note that a similar condition for a graph to have a [1, b]-factor
with b ≥ 2 was given in Theorem 3.3.4, which says that if |NG(X)| ≥ |X |/b
for all X ⊆ V (G), then G has a [1, b]-factor. From this theorem, it follows
that if bind(G) ≥ 1/b, then G has a [1, b]-factor. On the other hand, if a
connected simple graph G with order at least 4k − 6 satisfies

bind(G) >
(2k − 1)(|G| − 1)

k(|G| − 2) + 3
= 2 − 1

k
+ ε, ε =

2 − 7/k + 3/k2

|G| − 2 + 3/k
,

then G has a k-regular factor (see Theorem 2.3.5). If we substitute a = b = k
into λ in Theorem 3.3.18, then λ = 2 − 1/k, which is almost the same as
the lower bound of the above bind(G) though Theorem 3.3.18 holds only in
the case a < b. We give one more remark on Theorem3.3.18. The conditions
(3.40) and (3.41) cannot be replaced by |NG(X)| ≥ λ|X | or NG(X) = V (G)
for all X ⊂ V (G).

The proof of Theorem 3.3.18 is fairly long and the proof technique used
is similar to that of the next theorem, and so we shall give only the proof to
the next theorem.

Theorem 3.3.19 (C. Chen [28] (1993)) Let a and b be integers such that
2 ≤ a < b, and G be a simple graph with |G| ≥ b+3a. Put λ = 1+(a−1)/b.
If

bind(G) ≥ λ and δ(G) ≥ 1 +
(λ − 1)|G|

λ
, (3.42)

then G has an [a, b]-factor.

In the proof of the above theorem, we need the next lemma.

Lemma 3.3.20 (Woodall [151] (1965)) Let G be a simple graph. If bind(G) ≥
t, then

|NG(X)| ≥ (t − 1)|G| + |X |
t

for every independent vertex subset X of G.

Proof of Theorem 3.3.19. Suppose that G has no [a, b]-factor. Then by
the [a, b]-Factor Theorem, there exist two disjoint subsets S and T of V (G)
such that

b|S| +
∑
x∈T

degG−S(x) − a|T | < 0. (3.43)

Clearly T �= ∅. Define

h = min{degG−S(x) | x ∈ T}.



168 CHAPTER 3. (G, F )-FACTORS AND [A, B]-FACTORS

Then 0 ≤ h ≤ a − 1. We consider the following two cases.

Case 1. h = 0.

Let I = Iso(G − S) ∩ T = {x ∈ T | degG−S(x) = 0}. Then I is an
independent vertex subset of G and I �= ∅. By Lemma 3.3.20, we have

|NG(I)| ≥ (λ − 1)|G| + |I|
λ

. (3.44)

On the other hand, by (3.43) we have

0 > b|S| +
∑
x∈T

degG−S(x) − a|T |

≥ b|S| + |T − I| − a|T |
= b|S| − a|I| + (1 − a)|T − I|
≥ b|S| − a|I| + (1 − a)(|G| − |S| − |I|)
= (a + b − 1)|S| − |I| − (a − 1)|G|.

Thus

|NG(I)| ≤ |S| <
|I| + (a − 1)|G|

a + b − 1
<

|I| + (λ − 1)|G|
λ

.

This contradicts (3.44).

Case 2. 1 ≤ h ≤ a − 1.

Since

0 > b|S| +
∑
x∈T

degG−S −a|T | ≥ b|S| + (h − a)|T |

≥ b|S| + (h − a)(|G| − |S|) = (a + b − h)|S| − (a − h)|G|,

we have

|S| <
(a − h)|G|
a + b − h

.

By considering a vertex v ∈ T with degG−S(v) = h, we have

δ(G) ≤ degG(v) ≤ h + |S| < h +
(a − h)|G|
a + b − h

.

If h = 1, then we get a contradiction by the assumption that

δ(G) ≥ 1 +
(λ − 1)|G|

λ
= 1 +

(a − 1)|G|
a + b − 1

.
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So we may assume h ≥ 2. Let

f(h) = h +
(a − h)|G|
a + b − h

= h + |G| − b|G|
a + b − h

, 2 ≤ h ≤ a − 1.

Then f(h) takes its maximum value at h = 2 since its derivative

f ′(h) = 1 − b|G|
(a + b − h)2

≤ 1 − b(b + 3a)

(a + b − 2)2
≤ 0

as b + 3a ≤ |G| and 2 ≤ h. Hence

1 +
(a − 1)|G|
a + b − 1

≤ δ(G) < f(h) ≤ f(2) = 2 +
(a − 2)|G|
a + b − 2

.

This implies |G| < (a + b − 1)(a + b − 2)/b < b + 3a, which contradicts
|G| ≥ b + 3a. Consequently the theorem is proved. �

Theorem 3.3.21 (Katerinis [85]) Let G be connected simple graph, and a
and b be integers such that 1 ≤ a < b. If

tough(G) ≥ a +
a

b
− 1, (3.45)

then G has an [a, b]-factor.

Proof of Theorem 3.3.21 in the case a = 1. Let S be a non-empty subset
of V (G). By the definition of toughness, tough(G) ≥ 1/b and ω(G − S) ≥ 2
implies that

iso(G − S) ≤ ω(G − S) ≤ |S|
tough(G)

≤ b|S|.

If iso(G − S) = 1, then obviously iso(G − S) = 1 ≤ b|S|. Hence by The-
orem 3.3.4, G has a [1, b]-factor. Therefore the theorem holds when a = 1.
�

In order to prove the above theorem in the case a ≥ 2, we need the
following lemma. Recall that a vertex subset D of a graph G covers G if
NG[D] = NG(D)∪D = V (G), that is, for every edge of G, at least one of its
endvertices is contained in D. Note that the minimum cardinality of covering
vertex subsets of G is called the vertex covering number of G though we
will not use it here.
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Lemma 3.3.22 (Katerinis [85]) Let a ≥ 2 be an integer, G be a simple
graph, and T1, T2, . . . , Ta−1 be a partition of V (G) such that degG(x) ≤ j
for all x ∈ Tj and every 1 ≤ j ≤ a − 1, where some Tj’s may be empty sets.
Then there exist a covering vertex subset D and an independent vertex subset
I of G such that V (G) = D ∪ I and

a−1∑
j=1

(a − j)|D ∩ Tj | ≤
a−1∑
j=1

j(a − j)|I ∩ Tj |. (3.46)

Proof. We prove the lemma by induction on the order |G| of G. If |G| = 1,
then D = I = V (G) satisfies (3.46). So we assume |G| ≥ 2. Let m =
min{j | Tj �= ∅}. Choose a vertex y ∈ Tm, and let

G′ = G − ({y} ∪ NG(y)) (see Figure 3.11).

Then by the induction hypothesis, there exist a covering vertex subset D′

and an independent vertex subset I ′ of G′ such that

a−1∑
j=1

(a − j)|D′ ∩ Tj | ≤
a−1∑
j=1

j(a − j)|I ′ ∩ Tj |.

Let I = I ′ ∪ {y} and D = D′ ∪ NG(y). Then

a−1∑
j=1

j(a − j)|I ∩ Tj |

=

a−1∑
j=1

j(a − j)|I ′ ∩ Tj | + m(a − m) (by y ∈ Tm))

≥
a−1∑
j=1

(a − j)|D′ ∩ Tj| + m(a − m). (by induction)

Since degG(y) ≤ m and m = min{j | Tj �= ∅}, we have

a−1∑
j=1

(a − j)|NG(y) ∩ Tj| ≤ (a − m)|NG(y)| ≤ (a − m)m,

and so
a−1∑
j=1

(a − j)|D ∩ Tj | ≤
a−1∑
j=1

(a − j)|D′ ∩ Tj | + (a − m)m.
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y
V(G)

NG(y)

Tm+1
Tm

Ta-1

Figure 3.11: The vertex y and NG(y) of G.

Therefore
a−1∑
j=1

(a − j)|D ∩ Tj| ≤
a−1∑
j=1

j(a − j)|I ∩ Tj |. �

Lemma 3.3.23 If G is a connected non-complete graph, then 2 ·tough(G) ≤
δ(G), in particular, if tough(G) ≥ 1, then tough(G) + 1 ≤ δ(G).

Proof. Let v be a vertex of G with degG(v) = δ(G). Since G is not a
complete graph, we have NG(v) �= V (G) − v. Then ω(G − NG(v)) ≥ 2, and
so

2 tough(G) ≤ ω(G − NG(v))tough(G) ≤ |NG(v)| = degG(v) = δ(G).

Hence 2 tough(G) ≤ δ(G). The latter part is immediate by this inequality.
�

Proof of Theorem 3.3.21 in the case a ≥ 2. By Lemma 3.3.23, a com-
plete graph trivially has the desired [a, b]-factor as δ(G) ≥ a + 1. Hence
we may assume that G is not a complete graph. Let ∅ �= S ⊂ V (G). By
Theorem 3.3.2, it suffices to show that

a−1∑
j=0

(a − j)nj(G − S) ≤ b|S|, (3.47)

where nj(G−S) denotes the number of vertices in G−S with degree j. Let

T = {x | x ∈ V (G) − S and 1 ≤ degG−S(x) ≤ a − 1},
Tj = {x | x ∈ T and degG−S(x) = j } (1 ≤ j ≤ a − 1), and

H = 〈T 〉G.
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Then T1 ∪ T2 ∪ · · · ∪ Ta−1 is a partition of T = V (H) such that degH(x) ≤ j
for all x ∈ Tj (1 ≤ j ≤ a − 1). Note that we may assume T �= ∅ since
otherwise (3.47) holds as a · n0(G − S) ≤ a ≤ b|S| if n0(G − S) ≤ 1, and

a · n0(G − S) ≤ aω(G − S) ≤ a|S|
tough(G)

≤ b|S| if n0(G − S) ≥ 2.

By Lemma 3.3.22, there exist a covering vertex subset D and an independent
vertex subset I of H such that V (T ) = D ∪ I and

a−1∑
j=1

(a − j)|D ∩ Tj | ≤
a−1∑
j=1

j(a − j)|I ∩ Tj |. (3.48)

It is obvious that I �= ∅, and it follows that

a−1∑
j=0

(a − j)nj(G − S) = a · n0(G − S) +

a−1∑
j=1

(a − j)|Tj|

= a · n0(G − S) +
a−1∑
j=1

(a − j)(|I ∩ Tj| + |D ∩ Tj |)

≤ a · n0(G − S) +
a−1∑
j=1

(a − j)|I ∩ Tj|

+

a−1∑
j=1

j(a − j)|I ∩ Tj | (by (3.48))

= a · n0(G − S) +

a−1∑
j=1

(a − j)(1 + j)|I ∩ Tj |. (3.49)

T=I∪D
  =T1∪...∪Ta-1 S

I

NG-S(I) 

v

G
D Iso(G-S)

T

Figure 3.12: T = I ∪ D, I ∩ D = ∅ and X = S ∪ NG−S(I).

Let X = S ∪ NG−S(I) (see Figure 3.12). Then

|X | ≤ |S| +
∑
x∈I

degG−S(x) = |S| +
a−1∑
j=1

j|I ∩ Tj|, (3.50)
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and

ω(G − X) ≥ |I ∪ Iso(G − S)| =
a−1∑
j=1

|I ∩ Tj | + n0(G − S). (3.51)

If ω(G − X) ≥ 2, then we have

|X | ≥ tough(G)ω(G− X).

If ω(G − X) = 1, then for a vertex v ∈ I, we have by Lemma 3.3.23 that

|X | ≥ |S| + |NG−S(v)| ≥ degG(v) ≥ δ(G) ≥ tough(G)ω(G − X).

Therefore in any case, by (3.50), (3.51) and by |X | ≥ tough(G)ω(G − X),
we obtain

|S| +
a−1∑
j=1

j|I ∩ Tj| ≥ |X | ≥ (a +
a

b
− 1)

(a−1∑
j=1

|I ∩ Tj | + n0(G − S)
)
.

Thus

b|S| ≥ (ab + a − b)n0(G − S) +
a−1∑
j=1

(ab + a − b − bj)|I ∩ Tj |.

Hence in order to prove (3.47), by the above inequality and (3.49), it suffices
to show that

a · n0(G − S) +
a−1∑
j=1

(a − j)(1 + j)|I ∩ Tj |

≤ (ab + a − b)n0(G − S) +
a−1∑
j=1

(ab + a − b − bj)|I ∩ Tj |. (3.52)

It is clear that a ≤ ab + a − b as 2 ≤ a < b, and the desired inequality

(a − j)(1 + j) ≤ ab + a − b − bj

follows from

(ab + a − b − bj) − (a − j)(1 + j) = (a − j − 1)(b − j) ≥ 0

as 1 ≤ j ≤ a−1. Consequently (3.51) holds, and thus the theorem is proved.
�
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Theorem 3.3.24 (Y. Li and M. Cai [94]) Let G be a simple connected graph,
and a and b be integers such that 1 ≤ a < b. If δ(G) ≥ a, |G| ≥ 3a + b and

max{degG(x), degG(y)} ≥ a|G|
a + b

(3.53)

for any two non-adjacent vertices x and y of G, then G has an [a, b]-factor.

Proof. Suppose that a simple G satisfies the conditions of the theorem, but
has no [a, b]-factors. By the [a, b]-Factor Theorem and by Lemma 3.3.3, there
exist disjoint subsets S and T �= ∅ of V (G) such that

b|S| +
∑
x∈T

degG−S(x) − a|T | < 0, and (3.54)

0 ≤ degG−S(x) ≤ a − 1 for all x ∈ T. (3.55)

Define
h1 = min{degG−S(x) | x ∈ T},

and choose a vertex v1 ∈ T such that degG−S(v1) = h1. Then, if T �= NT [v1],
where NT [v1] = (NG(v1) ∩ T ) ∪ {v1}, define

h2 = min{degG−S(x) | x ∈ T − NT [v1]},
and choose a vertex v2 ∈ T − NT [v1] satisfying degG−S(v2) = h2. Then

h1 ≤ h2 ≤ a − 1 and degG(vi) ≤ |S| + hi for i = 1, 2.

If T �= NT [v1], then since v1 and v2 are not adjacent in G, we have

|S| + h2 ≥ max{degG(v1), degG(v2)} ≥ a|G|
a + b

. (3.56)

We consider the following two cases.

Case 1. T = NT [v1].

In this case, we obtain |T | = |NT [v1]| ≤ degG−S(v1)+ 1 ≤ h1 +1 ≤ a < b.
Then we have

0 > b|S| +
∑
x∈T

degG−S(x) − a|T |

≥ b|S| + (h1 − a)|T |
≥ b(a − h1) + (h1 − a)|T | (by a ≤ δ(G) ≤ degG(v1) ≤ |S| + h1)

= (a − h1)(b − |T |)
≥ 1.
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This is a contradiction.

Case 2. T �= NT [v1].

Let p = |NT [v1]|. Then 1 ≤ p < |T | and p ≤ h1 + 1. It follows that

(|G| − |S| − |T |)(a − h2) ≥ 0.

Moreover, we have

0 > b|S| +
∑
x∈T

degG−S(x) − a|T |

≥ b|S| + h1p + h2(|T | − p) − a|T |
= b|S| + (h1 − h2)p + (h2 − a)|T |
≥ b|S| + (h1 − h2)(h1 + 1) + (h2 − a)|T |. (by h1 ≤ h2)

By the previous two inequalities, we obtain

(|G| − |S| − |T |)(a − h2) > b|S| + (h1 − h2)(h1 + 1) + (h2 − a)|T |
(a − h2)|G| − (a + b − h2)|S| > (h1 − h2)(h1 + 1). (3.57)

By (3.56), we have |S| − a|G|/(a + b) ≥ −h2. Combining this inequality and
a + b − h2 ≥ 1, we have

(|S| − a|G|
a + b

)(a + b − h2) ≥ −h2(a + b − h2). (3.58)

Since |G| ≥ 3a + b, we have

b|G|
a + b

≥ b(3a + b)

a + b
≥ a + b,

and hence

h2
b|G|
a + b

≥ h2(a + b). (3.59)

If we add the three inequalities (3.57), (3.58) and (3.59), then the left hand-
side becomes 0, and therefore

0 > (h1 − h2)(h1 + 1) − h2(a + b − h2) + h2(a + b).

= h2
1 − (h2 − 1)h1 + h2

2 − h2.

The right hand-side of the above inequality is a function of h1, and takes the
minimum value at h1 = (h2 − 1)/2. Substituting h1 = (h2 − 1)/2 into the
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function, we have

−1 ≥ h2
1 − (h2 − 1)h1 + h2

2 − h2

≥ −1

4
(h2 − 1)2 + h2

2 − h2

=
1

4
(3h2

2 − 2h2 − 1) =
1

4

(
3(h2 − 1

3
)2 − 2

3

)
> −1.

This is a contradiction, and consequently the theorem is proved. �

We now show some other results on [a, b]-factors without proof.

Theorem 3.3.25 (C. Chen and G. Liu and [31]) Let G be connected simple
graph, and a and b be integers such that 2 ≤ a < b. If

tough(G) ≥ a +
a

b
− 1, (3.60)

then for any edge e of G, G has an [a, b]-factor including e and another
[a, b]-factor excluding e.

We say that a graph G is (a, b; k)-critical if for every vertex subset X ⊂ G
with |X | = k, G − X has an [a, b]-factor.

Theorem 3.3.26 (G. Liu and J. Wang [93] (1998)) Let G be connected sim-
ple graph, and a, b and k be integers such that 1 ≤ a < b and 1 ≤ k. Then
G is (a, b; k)-critical if and only if

a−1∑
j=0

(a − j)nj(G − S) ≤ b|S| − bk

for all subset S ⊂ V (G) with |S| ≥ k.

Corollary 3.3.27 (G. Liu and J. Wang [93] (1998)) Let G be connected sim-
ple graph, and let k, a, b,m, n be integers such that 1 ≤ a < b ≤ n and 1 ≤ k.
If

a

b
≤ m − k

n
,

then every [m,n]-graph is (a, b; k)-critical.

Theorem 3.3.28 (G. Liu and J. Wang [93] (1998)) Let G be connected sim-
ple graph, and a, b and k be integers such that 1 ≤ a < b, m ≤ n and 1 ≤ k.
Then G is (a, b; k)-critical if and only if

a−1∑
j=0

(a − j)nj(G − S) ≤ b|S| − bk

for all subsets S ⊂ V (G) with |S| ≥ k.
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We conclude this section with the following theorem on semi-regular fac-
tors of regular graphs, which gives an additional property to Theorem 3.3.8
saying that every r-regular graph has a [k − 1, k]-factor. Notice that by
Petersen’s 2-factorable Theorem 2.1.1, for every integer 1 ≤ k < 2r, ev-
ery 2r-regular graph has a k or (k − 1)-regular factor, which is obviously a
[k − 1, k]-factor each of whose components is regular. So we may consider
only odd regular graphs for such factors in regular graphs.

Theorem 3.3.29 (Kano [69] (1986)) Let r ≥ 3 be an odd integer and k an
integer such that 0 < k ≤ 2r/3. Then every r-regular multigraph has a
[k − 1, k]-factor each of whose components are regular.

In order to prove the above theorem, we need the following theorem.

Theorem 3.3.30 (Kano [68] (1985)) Let G be a n-connected multigraph (n ≥
1), θ be a real number such that 0 ≤ θ ≤ 1, and f : V (G) → {0, 2, 4, 6, . . .}.
If the following two conditions hold, then G has an f -factor.
(i) ε =

∑
x∈V (G) |f(x) − θ degG(x)| < 2.

(ii) m(1 − θ) ≥ 1, where m ∈ {n, n + 1} and m ≡ 1 (mod 2).

Proof. Let S and T be disjoint subsets of V (G). By the f -Factor The-
orem 2.1.2, it suffices to show that δ(S, T ) ≥ 0. Since G is connected and∑

x∈V (G) f(x) ≡ 0 (mod 2), we have δ(∅, ∅) = 0. So we may assume that

S ∪ T �= ∅. Let  = q(S, T ), and C1, C2, . . . , C� be the f -odd components of
G − (S ∪ T ). Then for every f -odd component Ci, we have∑

x∈V (Ci)

f(x) + eG(Ci, T ) ≡ eG(Ci, T ) ≡ 1 (mod 2).

Hence eG(Ci, T ) ≥ 1. If eG(S, Ci) = 0, then n ≤ eG(Ci, S ∪ T ) = eG(Ci, T ),
and so eG(Ci, T ) ≥ m, where m is defined in the condition (ii). It follows
that

δ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(
degG(x) − f(x)

)
− eG(S, T ) − q(S, T )

= θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − 

+
∑
x∈S

(
f(x) − θ degG(x)

)
−
∑
x∈T

(
f(x) − θ degG(x)

)

≥ θ
(
eG(S, T ) +

�∑
i=1

eG(S, Ci)
)
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+(1 − θ)
(
eG(T, S) +

�∑
i=1

eG(T, Ci)
)

−eG(S, T ) −  −
∑

x∈S∪T

|f(x) − θ degG(x)|

≥
�∑

i=1

(
θeG(S, Ci) + (1 − θ)(T, Ci)) − 1

)
− ε.

If eG(S, Ci) ≥ 1, then the following holds since eG(T, Ci) ≥ 1.

θeG(S, Ci) + (1 − θ)eG(T, Ci)) − 1 ≥ θ + (1 − θ) − 1 = 0.

If eG(S, Ci) = 0, then eG(T, Ci)) ≥ m as shown above, and so by condition
(ii), we have

θeG(S, Ci) + (1 − θ)eG(T, Ci)) − 1 ≥ (1 − θ)m − 1 ≥ 0.

Therefore, δ(S, T ) ≥ −ε > −2 by (i), which implies δ(S, T ) ≥ 0 as δ(S, T ) ≡ 0
(mod 2) (see (2.4)). Therefore G has an f -factor. �

For a set I of integers, an I-factor of a graph G is a spanning subgraph
F of G such that

degF (x) ∈ I for all x ∈ V (G).

Analogously, an I-graph can be defined as a graph G with degF (x) ∈ I for
every x ∈ V (G).

Lemma 3.3.31 Let r ≥ 3 be an odd integer, and G be a 2-edge connected
r-regular multigraph. Then for every even integer h, 2 ≤ h ≤ 2r/3, G has
a h-regular factor. Moreover, for every odd integer h′, r/3 ≤ h′ ≤ r, G has
a h′-regular factor. In particular, for every integer k, 1 ≤ k ≤ r, G has a
[k − 1, k]-factor each of whose components is regular.

Proof. This lemma follows immediately from (5) of Theorem 2.2.1. This
can also be proved by using the above Theorem 3.3.30. Define θ = h/r and
f(x) = h for all x ∈ V (G). Then ε = 0, m = 3 and m(1−θ) = 3(1−h/r) ≥ 1
as h ≤ 2r/3. Hence G has an h-factor, which is the desired h-regular factor
F . It is clear that G − F is a (r − h)-regular factor, which is the desired
h′-regular factor of G. �
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Lemma 3.3.32 Let r ≥ 3 be an odd integer, and G be a 2-edge connected
[r − 1, r]-multigraph having exactly one vertex w of degree r − 1. Then
(i) for every even integer h, 2 ≤ h ≤ 2r/3, G has a h-regular factor; and
(ii) for every odd integer h′, r/3 ≤ h′ ≤ r, G has a [h′ − 1, h′]-factor F such
that degF (w) = h′ − 1 and degF (x) = h′ for every x ∈ V (G) − {w}.

Proof. We prove the lemma by using Theorem 3.3.30. We first prove (i).
Define θ = h/r and a function f by f(x) = h for every x ∈ V (G). Then

ε =
∑

x∈V (G)

|f(x) − θ degG(x)| = |f(w) − θ degG(w)|

= h − θ(r − 1) =
h

r
< 1.

Moreover, m = 3, as is defined in (ii) in Theorem 3.3.30, and so

m(1 − θ) = 3
(
1 − h

r

)
≥ 3

(
1 − 2

3

)
= 1.

Hence G has an f -factor, which is a h-regular factor.
We next prove (ii). Let F be a h-regular factor obtained in (i). Then

G − F is the desired factor of G. �

Lemma 3.3.33 Let r ≥ 3 be an odd integer, and G be a 2-edge connected
r-regular multigraph having at least two bridges. Then for every integer
k, (r/3) + 1 ≤ k ≤ 2r/3, G has a [k − 1, k]-factor each of whose compo-
nents is regular.

Proof. We first prove that for every odd integer k, r/3 ≤ k ≤ 2r/3, G has
a [k − 1, k]-factor with regular components, that is, we first show that the
lemma holds for an odd integer k.

Since G has at least two bridges, for any bridge vw ∈ E(G), G − vw has
at most one 2-edge connected component. Let v1w1, v2w2, . . . , vsws be the
bridges of G such that G−viwi has exactly one 2-edge connected component
Di (see Figure 3.13). We may assume wi is contained in Di for every 1 ≤
i ≤ s. Let

H = G −
s⋃

i=1

(V (Di) − {wi}). (Figure 3.13)

Then H is a {1, r}-graph whose endvertices are w1, w2, . . . , ws.
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Figure 3.13: A 2-edge connected r-regular multigraph G with at least two bridges;
and the subgraph H.

We now show that H has {0, 1, k}-factor F such that

degF (x) = k if x ∈ V (H) − {w1, . . . , ws}; and

degF (wi) ∈ {0, 1} for every 1 ≤ i ≤ s.

Define two functions g and f on V (H) by

g(x) =

{
k if x ∈ V (H) − {w1, . . . , ws}
0 otherwise,

f(x) =

{
k if x ∈ V (H) − {w1, . . . , ws}
1 otherwise.

Then a (g, f)-factor is the desired factor F of H .
We apply the (g, f)-Factor Theorem 3.1.1. It suffices to show that γ(S, T ) ≥

0 for all disjoint subsets S and T of V (H). By the existence of w1, we have
γ(∅, ∅) = 0. Suppose that γ(S, T ) < 0 for some S and T . Choose such a
pair (S, T ) so that |S ∪ T | is minimum. Let C1, C2, . . . , Cm be the (g, f)-odd
components of H − (S ∪ T ), where m = q∗(S, T ). Then g(x) = f(x) = k for
all x ∈ V (Ci) and ∑

x∈V (Ci)

f(x) + eH(Ci, T )

≡ |Ci| + eH(Ci, T ) ≡ 1 (mod 2). (3.61)

In particular, Ci contains no endvertices wj, 1 ≤ j ≤ s.
Assume that S contains an endvertex w = wj. Let v = vj be the vertex

adjacent to w in H . Then

γ(S − w, T ) =
∑

x∈S−w

f(x) +
∑
x∈T

(
degH(x) − g(x)

)



3.3. [A, B]-FACTORS AND (G, F )-FACTORS 181

−eH(S − w, T ) − q∗(S − w, T )

= γ(S, T ) − f(w) + eH(w, T ) + q∗(S, T ) − q∗(S − w, T )

≤ γ(S, T ) − 1 + eH(w, T ) + q∗(S, T ) − q∗(S − w, T ).

If v ∈ T , then eH(w, T ) = 1 and q∗(S − w, T ) = q∗(S, T ). Thus γ(S − w, T )
= γ(S, T ) < 0, which contradicts the choice of (S, T ). If v ∈ S, then eH(w, T )
= 0 and q∗(S − w, T ) = q∗(S, T ), and so γ(S − w, T ) = γ(S, T ) − 1 < 0, a
contradiction. If v is not contained in S∪T , then q∗(S, T )−q∗(S−w, T ) ≤ 1,
and so γ(S − w, T ) < 0, a contradiction. Therefore S contains no wi, 1 ≤
i ≤ s.

Assume that T contains an endvertex w = wj. Then

γ(S, T − w) = γ(S, T ) − 1 + eH(S, w) + q∗(S, T ) − q∗(S, T − w).

If v = vj ∈ T , then γ(S, T −w) = γ(S, T )−1, a contradiction. If v ∈ S, then
γ(S, T − w) = γ(S, T ), a contradiction. If v �∈ S ∪ T , then γ(S, T − w) ≤
γ(S, T ) as q∗(S, T )− q∗(S, T −w) ≤ 1, which is again a contradiction. Hence
T contains no wi, 1 ≤ i ≤ s.

We now consider a (g, f)-odd component Ci of H − (S ∪ T ). It is clear
that eH(Ci, S ∪ T ) ≥ 1. If eH(Ci, S ∪ T ) = 1, then Ci contains at least one
vertex in {w1, w2, . . . , ws}, which contradicts the fact that g(x) = f(x) for
all x ∈ V (Ci). Hence

eG(Ci, S ∪ T ) ≥ 2. (3.62)

Let θ = k/r. Then 0 < θ < 1, and since S ∪ T contains no endvertices
wj, we have

γ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(
degH(x) − g(x)

)
− eH(S, T ) − q∗(S, T )

= k|S| + (r − k)|T | − eH(S, T ) − m

= θ
∑
x∈S

degH(x) + (1 − θ)
∑
x∈T

degH(x) − eH(S, T ) − m

≥ θ
(
eH(S, T ) +

m∑
i=1

eH(S, Ci)
)

+(1 − θ)
(
eH(T, S) +

m∑
i=1

eH(T, Ci)
)
− eH(S, T ) − m

≥
m∑

i=1

(
θeH(S, Ci) + (1 − θ)eH(T, Ci) − 1

)
.

Hence it suffices to show that for every C = Ci,

θeH(S, C) + (1 − θ)eH(T, C) − 1 ≥ 0. (3.63)
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If eH(S, C) ≥ 1 and eH(T, C) ≥ 1, then (3.63) obviously holds. Since r is
odd, we have

|C| ≡ r|C| =
∑

x∈V (C)

degH(x) = 2||C|| + eH(C, S ∪ T ) (mod 2). (3.64)

Assume eH(S, C) = 0. Then by (3.64) we have |C| ≡ eH(C, T ) (mod 2). But
this contradicts (3.61). Next suppose eH(T, C) = 0. Then by (3.64) and
(3.61), we have

eH(S, C) ≡ |C| ≡ 1 (mod 2).

Thus eH(S, C) ≥ 3 by (3.62). Therefore

θeH(S, C) − 1 ≥ k

r
· 3 − 1 ≥ 0. (by k ≥ r/3)

Consequently H has the desired factor F .
We are ready to construct the desired factor of G. If degF (wi) = 0,

then by Lemma 3.3.32 we can take a (k − 1)-regular factor R(i) of Di. If
degF (wi) = 1, then by Lemma 3.3.32 we can take a [k − 1, k]-factor R(i) of
Di such that degR(i)(wi) = k−1 and degR(i)(x) = k for all x ∈ V (Di)−{wi}.
Then the following set forms the desired [k − 1, k]-factor of G with regular
components:

s⋃
i=1

Ri ∪ F.

We next prove that for every even integer k, (r/3) + 1 ≤ k ≤ 2r/3, G
has a [k−1, k]-factor with regular components. Since k−1 is an odd integer
satisfying r/3 ≤ k − 1 ≤ 2r/3, by the preceding result, the graph H defined
above has a {0, 1, k − 1}-factor F such that

degF (x) = k − 1 if x ∈ V (H) − {w1, . . . , ws}; and

degF (wi) ∈ {0, 1} for every 1 ≤ i ≤ s.

If degF (wi) = 0, then by Lemma 3.3.32 we can take a k-regular factor R(i)
of Di. If degF (wi) = 1, then by Lemma 3.3.31 we can take a [k − 2, k − 1]-
factor Ri of Di such that degR(i)(wi) = k − 2 and degR(i)(x) = k − 1 for all
x ∈ V (Di) − {wi}. Then ∪s

i=1R(i) ∪ F is the desired [k − 1, k]-factor of G
with regular components. Consequently the lemma is proved. �

Proof of Theorem 3.3.30. We shall prove the theorem by induction on r.
Let r ≥ 3 be an odd integer and k be an integer such that 1 ≤ k ≤ 2r/3.
Let G be a connected r-regular multigraph. Since every regular graph has
a 0-factor, which is a [0, 1]-factor with regular components, we may assume
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k ≥ 2. By Lemma 3.3.31, we may assume that G is not 2-edge connected.
Suppose that G has exactly one bridge vw. Then each component C of
G − vw is 2-edge connected, and so by Lemma 3.3.32, for an even integer
h ∈ {k − 1, k}, C has an h-factor. Thus G itself has an h-factor, which is
the desired [k − 1, k]-factor of G with regular components. Hence we may
assume that G has at least two bridges.

We first show that if the theorem is true for 3 ≤ r ≤ 15 (which will be
shown later), then the theorem holds for every odd integer r. Let r ≥ 17 be
an odd integer. Let r = 2s+1, where s ≥ 8. If (r/3)+1 ≤ k ≤ 2r/3, then by
Lemma 3.3.33, G has a [k−1, k]-factor with regular components. So we may
assume 2 ≤ k < (r/3) + 1 = (2s + 4)/3, which implies k ≤ (2s + 3)/3. Let h
be the greatest integer not exceeding 2r/3. Then (2r/3)− (2/3) = 4s/3 ≤ h.
Since

r

3
+ 1 =

2s + 4

3
≤ h ≤ 2r

3
< r,

by Lemma 3.3.33 G has a [h−1, h]-factor F1 with regular components. Since

k ≤ 2s + 3

3
≤ 2(4s − 3)

9
≤ 2(h − 1)

3
, (by s ≥ 8)

every odd-regular component C of F1, where C is an (h − 1)- or h-regular
graph, has a [k − 1, k]-factor with regular components by the induction. On
the other hand, every even-regular component of F1 contains a regular k or
(k − 1)-regular factor by Petersen’s 2-Factorable Theorem. By combining
these factors, we can obtain the desired [k − 1, k]-factor of G with regular
components ([69]).

We finally show that the theorem holds for every odd integer 3 ≤ r ≤ 15
by induction on r. We may assume that G is an r-regular multigraph having
at least two brides. We use Lemma 3.3.33 and the inductive hypothesis
without mentioning them.

Case r = 3. Since (r/3) + 1 ≤ 2 ≤ 2r/3, G has a [1, 2]-factor with regular
components, and the theorem holds for r = 3.

Case r = 5. Since (r/3) + 1 ≤ 3 ≤ 2r/3, G has a [2, 3]-factor F (2, 3) with
regular components. Every 3-regular component of F (2, 3) has a [1, 2]-factor
with regular components, and so F (2, 3), in particular, G itself, has a [1, 2]-
factor with regular components. Thus the theorem holds for r = 5.

Case r = 7. Since (r/3) + 1 ≤ 4 ≤ 2r/3, G has a [3, 4]-factor F (3, 4) with
regular components. Every 4-regular component of F (3, 4) has a 2-factor,
and so F (3, 4), in particular, G itself, has a [2, 3]-factor F (2, 3) with regular
components. Since F (2, 3) has a [1, 2]-factor with regular components, the
theorem holds.
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Case r = 9. Since (r/3) + 1 ≤ 4, 5, 6 ≤ 2r/3, G has a [k − 1, k]-factor
F (k − 1, k) with regular components for k ∈ {4, 5, 6}. Since F (3, 4) has
a [2, 3]-factor with regular components, G has such a factor. By the same
argument as above, the theorem holds for r = 9.

Case r = 11. Since (r/3) + 1 ≤ 5, 6, 7 ≤ 2r/3, G has a [k − 1, k]-factor
F (k − 1, k) with regular components for k ∈ {5, 6, 7}. Since every 7-regular
component of F (6, 7) has a [3, 4]-factor with regular components and every
6-regular component of F (6, 7) has a 4-regular factor, F (6, 7), in particular,
G itself has a [3, 4]-factor with regular components. Since F (3, 4) has a [2, 3]-
factor F (2, 3) with regular components and F (2, 3) has a [1, 2]-factor with
regular components, G has a [k−1, k]-factor with regular components for all
1 ≤ k ≤ 7.

Case r = 13, 15. The proof of these case is left to the reader.
Consequently the proof is complete. �

The sharpness of the upper bound k ≤ 2r/3 has not yet been established.
It is known that if an odd integer r and an integer k satisfy r +1−√

r + 1 <
k < r, then there exists a simple connected r-regular graph that has no
[k − 1, k]-factor with regular components ([69]). However, for other integers
k, it is an open problem whether or not every r-regular graph has a [k−1, k]-
factor with regular components.



Chapter 4

[a, b]-Factorizations

Let G be a graph, and g, f : V (G) → Z be functions such that g(x) ≤ f(x)
for all x ∈ V (G). If the set of edges of G can be decomposed into disjoint
subsets

E(G) = F1 ∪ F2 ∪ · · · ∪ Fn

so that every Fi induces a (g, f)-factor of G, then we say that G is (g, f)-
factorable, and the above decomposition is called an (g, f)-factorization
of G. As special case of (g, f)-factorization, we can define 1-factorization,
k-regular factorization, [a, b]-factorization and f-factorization. In this
chapter, we mainly investigate [a, b]-factorizations of graphs. We begin with
some basic results on factorizations of special graphs.

4.1 Factorizations of Special Graphs

A graph G is said to be 1-factorable if E(G) can be decomposed into disjoint
1-factors

E(G) = F1 ∪ F2 ∪ · · · ∪ Fn, where every Fi is a 1-factor of G.

The next theorem shows the existence of 1-factorizations of complete graphs
with even order. The readers who are interested in this topics should refer
to a survey [111] by Mendelsohn and Rosa.

Theorem 4.1.1 Let n ≥ 2 be an even integer. Then the complete graph Kn

is 1-factorable.

Proof. We may assume n ≥ 4. Let V (G) = {v0, v1, · · · , vn−2} ∪ {w}. For
every integer 0 ≤ i ≤ n − 2, let

Fi = {vi−1vi+1, vi−2vi+2, . . . , vi−(n−2)/2vi+(n−2)/2} ∪ {viw},

185
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where the subscripts are expressed modulo n − 1 (see Figure 4.1). Then we
can obtain the desired 1-factorization F0 ∪ F1 ∪ · · · ∪ Fn−2 of Kn. �
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Figure 4.1: A 1-factorization of K8.

The following theorem was obtained by König (see Theorem 1.1.2).

Theorem 4.1.2 Every regular bipartite multigraph is 1-factorable.

The following theorem is given in Theorem 2.1.1.

Theorem 4.1.3 (Petersen’s 2-Factorable Theorem) Let r ≥ 2 be an even
integer. Then every r-regular general graph is 2-factorable.

It is known that the following theorem is equivalent to the Four Color
Theorem. But here we prove the theorem by using the Four Color Theorem
(Appel and Haken [13]; [129]).

Theorem 4.1.4 Every simple 2-connected planar cubic graph is 1-factorable.

Proof. Let G be a simple 2-connected planar cubic graph, which is drawn in
the plane. Then the plane is partitioned into faces, sometimes called regions.
By the Four Color Theorem, we can color all the faces with four colors so
that any two faces having an boundary edge in common have different colors.
We denote these four colors by 00, 01, 10, 11. From this face-coloring, we can
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get an edge-coloring as follows: If an edge e of G is a boundary edge of two
faces with colors x and y, then e is colored with x+y (mod 2), where x+y ∈
{00, 01, 10, 11} (see Figure 4.2). We shall show that x + y ∈ {01, 10, 11} and
for each color c ∈ {01, 10, 11}, the set of edges colored with c forms a 1-factor
of G.

Let v be any vertex of G. Then there exist three edges e1, e2, e3 incident
with v, and three faces around v, which are colored with three distinct colors,
say r, s, t. Then r + s, s + t, t + r are all distinct and not equal to 00. Hence
e1, e2, e3 are colored with distinct colors of {01, 10, 11}, i.e., for every color
c ∈ {01, 10, 11}, exactly one edge colored with c is incident with v. Therefore,
each color induces a 1-factor of G. �
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Figure 4.2: A face-coloring of a simple 2-connected cubic planar graph and the
edge-coloring induced by it.

The following theorem says that a trivial necessary condition for the ex-
istence of a (g, f)-factorization is sufficient in bipartite graphs. Thus the
(g, f)-factorization problem is completely solved for bipartite graphs.

Theorem 4.1.5 (Lovász [107](p.50, Problem 7.11)(1979)) Let n ≥ 1 be an
integer and G be a bipartite multigraph. If two functions g, f : V (G) → Z

satisfy
ng(x) ≤ degG(x) ≤ nf(x) for all x ∈ V (G), (4.1)

then G can be decomposed into n (g, f)-factors. Moreover, if the degree of
every vertex is divisible by n, then for a function h(x) = degG(x)/n for all
x ∈ V (G), G can be decomposed into n h-factors.

Note that if we define two functions g, f : V (G) → Z as

g(x) =

⌊
degG(x)

n

⌋
, f(x) =

⌈
degG(x)

n

⌉
,

for all x ∈ V (G), then g and f always satisfy condition (4.1).
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Lemma 4.1.6 Let G be a bipartite multigraph, and let θ be a real number
such that 0 < θ < 1. If g, f : V (G) → Z satisfy

g(x) ≤ θ degG(x) ≤ f(x) for all x ∈ V (G), (4.2)

then G has a (g, f)-factor.

Proof. Let S and T be disjoint subsets of V (G). Then

γ∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

( degG(x) − g(x)) − eG(S, T )

≥ θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T )

≥ θeG(S, T ) + (1 − θ)eG(T, S) − eG(S, T ) = 0.

Hence γ∗(S, T ) ≥ 0, and thus G has a (g, f)-factor by Theorem 3.1.3. �

Proof of Theorem 4.1.5 We prove the theorem by induction on n. For
n = 1, the theorem holds since G itself is an h-factor and thus a (g, f)-factor.
Hence we may assume n ≥ 2. We first prove the latter part of the theorem.
Assume that the degree of every vertex is divisible by n and a function h
is defined by h(x) = degG(x)/n for all x ∈ V (G). By Lemma 4.1.6 with
g(x) = f(x) = h(x), G has an h-factor F . Then every vertex x of G−F has
degree degG(x) − h(x) = (n − 1)h(x), which is a multiple of n − 1. Hence
by applying the inductive hypothesis to G − F , G can decomposed into n
disjoint h-factors.

We now prove the first part by induction on n. For any vertex x of G,
define g′ and f ′ as

g′(x) =

⌊
degG(x)

n

⌋
, f ′(x) =

⌈
degG(x)

n

⌉
.

Then g′(x) ≤ degG(x)/n ≤ f ′(x) for all x ∈ V (G). So by Lemma 4.1.6, G
has a (g′, f ′)-factor F , which is of course a (g, f)-factor. We shall later show
that

(n − 1)g′(x) ≤ degG−F (x) ≤ (n − 1)f ′(x) for all x ∈ V (G). (4.3)

If (4.3) holds, then by induction, G−F can be decomposed into n−1 (g′, f ′)-
factors, and therefore G is decomposed into n (g′, f ′)-factors. Consequently
the theorem is proved.

We now prove (4.3). Let

degG(x) = mn + t, 0 ≤ m and 0 ≤ t < n.
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If t = 0, then g′(x) = f ′(x) = m and so

(n − 1)g′(x) = (n − 1)m = degG−F (x) = (n − 1)f ′(x).

If t ≥ 1, then g′(x) = m and f ′(x) = m + 1. If degF (x) = m, then

(n − 1)g′(x) ≤ degG−F (x) = (n − 1)m + t ≤ (n − 1)f ′(x).

If degF (x) = m + 1, then

(n − 1)g′(x) ≤ degG−F (x) = (n − 1)m + t − 1 ≤ (n − 1)f ′(x).

Therefore (4.3) holds and the proof is complete. �

Theorem 4.1.5 can be proved by using Theorem 4.1.3, which is an easy
consequence of Hall’s Marriage Theorem 1.1.1, i.e., we can prove Theo-
rem 4.1.5 without using (g, f)-Factor Theorem, and we explain this elemen-
tary proof below.

a b c d

s t u v w

a1 b1 c1 d1

s1 u1 v1 w1

b2

t1 v2

G

H

x x1

c2
n=3

a b c d

s t u v w

F1

x

a1 b1 c1 d1b2 c2a1 b1 c1 d1b2 c2

a1 b1 c1 d1b2 c2

s1 u1 v1 w1t1 v2 x1s1 u1 v1 w1t1 v2 x1

s1 u1 v1 w1t1 v2 x1

M1

Figure 4.3: A bipartite multigraph G, a new 3-regular bipartite multigraph H,
and a (g, f)-factor F1 of G obtained from a 1-factor M1, where n = 3.

Another Proof of Theorem 4.1.5 (Lovász [107], Solution 7.11) If the
degree of a vertex v of G is

degG(v) = mn + t, where 0 ≤ m and 0 ≤ t < n,
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we split v into m + 1 vertices v1, v2, . . . , vm+1 if t ≥ 1; otherwise we split v
into m vertices v1, v2, . . . , vm so that all vertices v1, v2, . . . , vm have degree
n and vm+1 has degree t if any (Figure 4.3). Then add some new vertices,
if necessary, and some new edges between vertices with degree less than
n so that the resulting graph H becomes a n-regular bipartite multigraph
(Figure 4.3).

By Theorem 4.1.2, H can be decomposed into n 1-factors

E(H) = M1 ∪ M2 ∪ · · · ∪ Mn, where every Mi is a 1-factor of H .

Let Fj = Mj ∩ E(G), where 1 ≤ j ≤ n (Figure 4.3). Then for every vertex
vi (v ∈ V (G), 1 ≤ i ≤ m), Mj contains exactly one edge incident with vi,
which is an edge of the given graph G. Hence

m ≤ degFj
(v) ≤ m + 1.

Therefore Fj is a (g, f)-factor of G since g(v) ≤ m and m + 1 ≤ f(v).
Consequently G is decomposed into n (g, f)-factors F1 ∪ F2 ∪ · · · ∪ Fn. �

4.2 Semi-Regular Factorization

Recall that a graph G is said to be [a, b]-factorable if E(G) can be decom-
posed into disjoint [a, b]-factors of G. The (g, f)-factorization problem in
bipartite graphs is completely solved as shown in Theorem 4.1.5. However,
the situation is very different when we consider the same problem in general
graphs. This section deals with [k, k + 1]-factorization problem in general
graphs, and a general [a, b]-factorization of usual graphs will be considered in
the next section. A [k, k + 1]-factor is often called an semi-regular factor,
and analogously an [r, r + 1]-graph and a [k, k + 1]-factorization are called a
semi-regular graph and a semi-regular factorization, respectively.

We review some results on semi-regular factorizations. The following
result is easy but it is a starting point of the [a, b]-factorization problem.

Theorem 4.2.1 (Akiyama, Avis, Era [1] (1980)) Every regular general graph
is [1, 2]-factorable, in particular, if r is an odd integer, then every r-regular
general graph can be decomposed into (r + 1)/2 [1, 2]-factors.

Proof. Since every even regular general graph is 2-factorable by Theo-
rem 4.1.3, we may consider only odd regular graphs. Let r ≥ 3 be an odd
integer, and G be an r-regular general graph.

Let G′ be a copy of G. We obtain a new (r + 1)-regular general graph
H from G ∪ G′ by joining each pairs of corresponding vertices v ∈ V (G)
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and v′ ∈ V (G′) by a new edge (Figure 4.4 (a)). Since r + 1 is even, H can
be decomposed into m = (r + 1)/2 2-factors F1, F2, . . . , Fm by Petersen’s
2-Factorable Theorem 4.1.3. Then G is decomposed into m [1, 2]-factors

(G ∩ F1) ∪ (G ∩ F2) ∪ · · · ∪ ((Fm ∩ G). �

G

G'

(b)H(a)

G-E(H)

(G-E(H))'

R

v

v'

Figure 4.4: (a) An r-regular graphs G and and an (r + 1)-regular graph H con-
taining G as an induced subgraph; (b) An [r, r + 1]-graph G − E(H) and an
(r + 1)-regular graph R containing G − E(H) as an induced subgraph.

From Theorem 4.2.1, Akiyama conjectured that for every integer k ≥ 1,
there exists an integer Φ(k) such that for any integer r ≥ Φ(k), every r-
regular graph is [k, k + 1]-factorable. This conjecture was proved by Era [48]
in 1985 and the sharp bound for Φ(k) was obtained by Egawa [37] in the
following year. These results are given in the next theorem.

Theorem 4.2.2 (Era [48], [47], Egawa [37]) Let k ≥ 2 be an integer. Then
(i) if k is even and r ≥ k2, then every simple r-regular graph is [k, k + 1]-
factorable;
(ii) if k is odd and r ≥ k2 +1, then every simple r-regular graph is [k, k +1]-
factorable.
(iii) these bounds on r are sharp.

In order to prove this theorem we need some results on edge-coloring.
Recall that a proper edge-coloring of a graph G is a coloring of the edges
of G so that no two adjacent edges have the same color. The smallest number
of colors by which G can be properly edge-colored is called the chromatic
index (or edge chromatic number) of G and denoted by χ′(G). It is
clear that for each color c of a proper edge-coloring of G, the set of edges
colored with c forms a matching of G. Thus the chromatic index χ′(G) is
the smallest integer k for which E(G) can be decomposed into k disjoint
matchings. Furthermore, a matching is a nothing but a [0, 1]-factor. The
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famous Vizing’s Theorem 9 says that the chromatic index of a simple graph
with maximum degree Δ satisfies

Δ ≤ χ′(G) ≤ Δ(G) + 1. (4.4)

He also proved the next theorem.

Theorem 4.2.3 (Vizing, [145] (1965)) Let G be a simple graph with maxi-
mum degree Δ. If the set

W = {x ∈ V (G) | degG(x) = Δ}
is independent, that is, if no two vertices in W are adjacent in G, then
χ′(G) = Δ. In particular, G can be decomposed into Δ [0, 1]-factors.

Lemma 4.2.4 Let q ≥ 2 be an integer, and G be a simple graph with max-
imum degree Δ. If the set W = {x ∈ V (G) | degG(x) = Δ} is independent
and is decomposed into disjoint subsets

W = W1 ∪ W2 ∪ · · · ∪ Wq and Δ ≤ q,

where some Wi’s may be empty sets, then G has a [0, 1]-factorization F1 ∪
F2 ∪ · · · ∪Fq such that

every vertex of Wj has degree one in Fj for all 1 ≤ j ≤ q. (4.5)

Proof. If WΔ+1 ∪ · · ·∪Wq = ∅, then the lemma follows from Theorem 4.2.3
since for a [0, 1]-factorization F1∪· · ·∪FΔ of G, every vertex of Wj has degree
one in all Fi (1 ≤ i ≤ Δ). Thus we may assume that WΔ+1∪· · ·∪Wq �= ∅. Let
∅ �= X ⊆ WΔ+1 ∪ · · · ∪Wq. Then NG(X) ⊆ V (G)−W as W is independent.
Since every vertex of NG(X) has degree at most Δ − 1, we have

|X |Δ = |{(x, y) | x ∈ X, y ∈ NG(X)}| ≤ |NG(X)|(Δ − 1).

Hence |X | ≤ |NG(X)|. Since X is an arbitrary subset of WΔ+1 ∪ · · · ∪ Wq,
by Hall’s Marriage Theorem 1.1.1 there exists an injection

h : WΔ+1 ∪ · · · ∪ Wq → V (G) − W such that h(x) ∈ NG(x).

It is obvious that M = {xh(x) | x ∈ X} forms a matching of G.
Let H = G − M . Then H satisfies the condition of Lemma 4.2.4 since

WH = {x ∈ V (H) | degH(v) = Δ} = W1 ∪ · · · ∪ WΔ ⊂ W is independent
or empty. Hence H has a [0, 1]-factorization F1 ∪ F2 ∪ · · · ∪ FΔ such that
every j (1 ≤ j ≤ Δ) satisfies (4.5). Note that if WH is empty, H can be
decomposed into Δ [0, 1]-factors by (4.4), where some [0, 1]-factors may be
0-factors. For every Δ < i ≤ q, let us define Fi = {xh(x) | x ∈ Wi}. Then
F1 ∪ F2 ∪ · · · ∪ Fq is the desired [0, 1]-factorization of G. �
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Lemma 4.2.5 Let r ≥ 1 be an integer, and G be a connected 2r-regular
general graph. If G has even size, then G can be decomposed into two r-
regular factors. If G has odd size, then for any vertex u of G, G can be
decomposed into an [r − 1, r]-factor having exactly one vertex u of degree
r− 1 and an [r, r + 1]-factor having exactly only the vertex u of degree r + 1.

Proof. Since every vertex of G has even degree, G has an Euler circuit C
(Theorem 10). We traverse all the edges of G along C and alternately color
the edges red and blue. Then if G is of even size, the sets of red edges and
blue edges form r-regular factors, respectively. If G is odd size, we start with
the vertex u, and alternately color the edges red and blue, then the sets of
red edges and blue edges form the desired two factors. �

Proof of Theorem 4.2.2 Assume first k ≥ 2 is an even integer. Since
r ≥ k2, we can write

r = kq + s, where 0 ≤ s < k ≤ q.

By Theorem 3.3.8, G has an [s, s+1]-factor. Choose such a minimal [s, s+1]-
factor H . Then

W = {v ∈ V (H) | degH(v) = s + 1}

is empty or independent since H has no edge joining two vertices with degree
s+1 in H . Since G−E(H) is a [kq−1, kq]-graph, two copies of G−E(H) can
be embedded in a kq-regular graph R (see Figure 4.4 (b)). Since k is even, by
applying Petersen’s 2-Factorable Theorem 4.1.3 to R, we obtain a k-regular
factorization of R, and so we get a [k − 1, k]-factorization of G − E(H)

G − E(H) = A1 ∪ A2 ∪ · · · ∪ Aq, where all Ai are [k − 1, k]-factors.

Let
Wi = {x ∈ V (G) | degAi

(x) = k − 1} for 1 ≤ i ≤ q.

Since every v ∈ W has degree qk − 1 in G − E(H), v has degree k − 1 in
exactly one Aj . Hence W is decomposed into disjoint subsets

W = W1 ∪ W2 ∪ · · · ∪ Wq.

Since s + 1 ≤ k ≤ q, by Lemma 4.2.4, H has a [0, 1]-factorization F1 ∪ F2 ∪
· · · ∪ Fq such that degFj

(x) = 1 for all x ∈ Wj for every 1 ≤ j ≤ q. Then

(A1 ∪ F1) ∪ (A2 ∪ F2) ∪ · · · ∪ (Aq ∪ Fq)
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is the desired [k, k + 1]-factorization of G.

Next assume that k ≥ 3 is an odd integer. Here we consider only the case
when r can be expressed as r = k2 + 2s + 1, where s is an integer such that
0 ≤ s ≤ (k − 1)/2. The proofs of the other cases are similar but fairly long,
and so are omitted here. Then r can be expressed as

r = 2k
(k − 1

2
− s

)
+ 2(k + 1)s + k + 1.

Since r is even, by Petersen’s 2-Factorable Theorem 4.1.3, G can be decom-
posed into

F1 ∪ · · · ∪ Fn ∪ Fn+1 ∪ · · · ∪ Fn+s ∪ F, n =
k − 1

2
− s,

where Fi (1 ≤ i ≤ n) is a 2k-regular factor, Fj (n + 1 ≤ j ≤ n + s) is
a 2(k + 1)-regular factor and F is a (k + 1)-regular factor. Since k + 1 is
even, every Fj (n + 1 ≤ j ≤ n + s) can be decomposed into two (k + 1)-
regular factors by Lemma 4.2.5. So we shall decompose F1 ∪ · · · ∪ Fn ∪ F
into [k, k + 1]-factors of G.

Let Hi(1), Hi(2), . . . , Hi(i) be the components of Fi, 1 ≤ i ≤ n. Then
|V (Hi(t))| ≥ 2k + 1 as G is a simple graph. Set

I = {(i, t) | 1 ≤ i ≤ n, 1 ≤ t ≤ i}.
By Theorem 4.2.1, F has a [1, 2]-factor. Choose a minimal [1, 2]-factor Q
of F . Then each component of Q is a path of order two or three. Let
Q1, Q2, . . . , Qm be the components of Q. For every (i, t) ∈ I, let

Φ(i, t) = {j | V (Hi(t)) ∩ V (Qj) �= ∅} ⊆ {1, 2, . . . , m}.
Then for any X ⊆ I, we have∣∣∣ ⋃

(i,t)∈X

Φ(i, t)
∣∣∣ · n

≥ |{((i, t), j) | (i, t) ∈ X, j ∈ Φ(i, t)}|
≥ |X |(2k + 1)/3

since for each j, there are at most n (i, t)’s (i.e., F1, . . . , Fn), and for each
(i, t) of X, there are at least (2k + 1)/3 j’s as |V (Hi(t))| ≥ 2k + 1. Then∣∣∣⋃(i,t)∈X Φ(i, t)

∣∣∣ ≥ |X |. Hence by Hall’s Marriage Theorem 1.1.1 there exists

an injection

φ : I → {1, 2, . . . , m} such that φ(i, t) ∈ Φ(i, t).
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Let

J = {(i, t) ∈ I | Hi(t) has odd size}.
For every (i, t) ∈ J , choose a vertex

v(i, t) ∈ V (Hi(t)) ∩ V (Qφ(i,t)).

By Lemma 4.2.5, if Hi(t) has even size, then Hi(t) is decomposed into two
k-regular factors Ai(t) and Bi(t), and if Hi(t) has odd size, then Hi(t) is
decomposed into a [k − 1, k]-factor Ai(t) and a [k, k + 1]-factor Bi(t) such
that only one vertex v(i, t) has degree k − 1 in Ai(t) and k + 1 in Bi(t). For
every (i, t) ∈ J , choose an edge e(i, t) of Qφ(i,t) that is incident with v(i, t).
Then

m⋃
t=1

Ai(t) ∪ {e(i, t)|(i, t) ∈ J} and
m⋃

t=1

Bi(t)

are [k, k +1]-factors of G. Since F −{e(i, t)|(i, t) ∈ J} is a [k, k +1]-factor of
G, F1 ∪ · · · ∪Fn ∪F is decomposed into [k, k +1]-factors of G. Consequently
the proof of this case is complete.

The proof of (iii) is found in Era [47]. �

It is plausible that not only regular graphs but also some other graphs
might be semi-regular factorable. In fact, the following theorems are ob-
tained. The proof of these results are given in next section.

Theorem 4.2.6 (Akiyama and Kano [5] (1985)) Let k ≥ 2 be an even inte-
ger, and s ≥ 0 and t ≥ 1 be integers. Then every [(6k+2)t+ks, (6k+4)t+ks]-
multigraph is [k, k + 1]-factorable.

Theorem 4.2.7 (Cai [24] (1991)) Let k ≥ 1 be an odd integer, and s ≥ 0
and t ≥ 1 be integers. Then every [(6k + 2)t + (k + 1)s, (6k + 4)t + (k + 1)s]-
multigraph is [k, k + 1]-factorable.

4.3 [a, b]-Factorizations of Graphs

We begin with the following theorem, which will play an important role in
this section and contains some known results as corollaries.

Theorem 4.3.1 (Kano [68]) Let G be an n-edge connected general graph
(n ≥ 1), θ be a real number such that 0 ≤ θ ≤ 1, and g, f : V (G) → Z

such that g(x) ≤ f(x) for all x ∈ V (G). If one of {(ia),(ib)}, (ii) and one of
{(iiia), (iiib), (iiic), (iiid), (iiie), (iiif)} hold, then G has a (g, f)-factor.
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(ia) g(x) ≤ θ degG(x) ≤ f(x) for all x ∈ V (G).

(ib) ε =
∑

x∈V (G)

(
max{0, g(x)−θ degG(x)}+max{0, θ degG(x)−f(x)}

)
< 1.

(ii) G has at least one vertex v such that g(v) < f(v); or g(x) = f(x) for all
x ∈ V (G) and

∑
x∈V (G) f(x) ≡ 0 (mod 2).

(iiia) nθ ≥ 1 and n(1 − θ) ≥ 1.
(iiib) Both {degG(x)|g(x) = f(x), x ∈ V (G)} and {f(x)|g(x) = f(x), x ∈
V (G)} consist of even numbers.
(iiic) {degG(x)|g(x) = f(x), x ∈ V (G)} consists of even numbers, n is odd,
(n + 1)θ ≥ 1 and (n + 1)(1 − θ) ≥ 1.
(iiid) {f(x)|g(x) = f(x), x ∈ V (G)} consists of even numbers and m(1−θ) ≥
1, where m ∈ {n, n + 1} and m ≡ 1 (mod 2).
(iiie) Both {degG(x)|g(x) = f(x), x ∈ V (G)} and {f(x)|g(x) = f(x), x ∈
V (G)} consist of odd numbers, and mθ ≥ 1, where m ∈ {n, n + 1} and m ≡ 1
(mod 2).
(iiif) g(x) < f(x) for all x ∈ V (G).

Proof. Let S and T be disjoint subsets of V (G). By the (g, f)-Factor
Theorem 3.1.1, it suffices to show that γ(S, T ) ≥ 0. By (ii), it follows that
γ(∅, ∅) = 0, and so we may assume that S ∪ T �= ∅. Since (ia) implies (ib)
with ε = 0, we may assume that (ib), (ii) and one of (iiia)–(iiif) hold. Let
C1, C2, . . . , Cm be the (g, f)-odd components of G − (S ∪ T ), where m =
q∗(S, T ). Then

γ(S, T ) =
∑
x∈S

f(x) +
∑
s∈T

(
degG(x) − g(x)

)
− eG(S, T ) − q∗(S, T )

≥ θ
∑
x∈S

degG(x) + (1 − θ)
∑
x∈T

degG(x) − eG(S, T ) − m

−
∑
x∈S

(
θ degG(x) − f(x)

)
−
∑
x∈T

(
g(x) − θ degG(x)

)

≥ θ
(
eG(S, T ) +

m∑
i=1

eG(S, Ci)
)

+(1 − θ)
(
eG(T, S) +

m∑
i=1

eG(T, Ci)
)
− eG(S, T ) − m − ε

=

m∑
i=1

(
θeG(S, Ci) + (1 − θ)eG(T, Ci) − 1

)
− ε.
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Since γ(S, T ) is an integer and ε < 1, in order to prove γ(S, T ) ≥ 0 it suffices
to show that every C = Ci satisfies

θeG(S, C) + (1 − θ)eG(T, C) − 1 ≥ 0. (4.6)

It is clear that if eG(S, C) ≥ 1 and eG(T, C) ≥ 1, then (4.6) follows. Hence
we may assume that

eG(S, C) = 0 or eG(T, C) = 0. (4.7)

Since C is an (g, f)-odd components of G−(S∪T ) and G is n-edge connected,
we have g(x) = f(x) for all x ∈ V (C) and∑

x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2) and eG(S ∪ T, C) ≥ n. (4.8)

Moreover, we have∑
x∈V (C)

degG(x) = 2||C|| + eG(C, S ∪ T ) (mod 2). (4.9)

Assume that (iiia) holds. Then by (4.7) and (4.8), we have either eG(T, C) =
0 and eG(S, C) ≥ n or eG(S, C) = 0 and eG(T, C) ≥ n, and thus

θeG(S, C) − 1 ≥ θn − 1 ≥ 0 or (1 − θ)eG(T, C) ≥ (1 − θ)n − 1 ≥ 0.

Hence (4.6) follows.
Assume (iiib) holds. By (4.8), eG(C, T ) ≡ 1 (mod 2). Hence eG(C, T ) ≥

1, in particular, we may assume eG(S, C) = 0 by (4.7). So, by (4.9) we have
eG(C, T ) ≡ 0 (mod 2), which contradicts the above eG(C, T ) ≡ 1 (mod 2).
Thus (4.6) follows.

Assume (iiic) holds. By (4.9), we have eG(C, S ∪ T ) ≡ 0 (mod 2), which
implies eG(C, S∪T ) ≥ n+1 as n is odd. So if eG(C, T ) = 0, then θeG(S, C)−
1 ≥ θ(n+1)− 1 ≥ 0. If eG(C, S) = 0, then (1− θ)eG(S, T )− 1 ≥ (1− θ)(n+
1) − 1 ≥ 0. Hence (4.6) follows.

Assume (iiid) holds. By (4.8), we have eG(C, T ) ≡ 1 (mod 2), which
implies that we may assume eG(C, S) = 0. Then eG(T, C) = eG(S∪T, C) ≥ n
and so eG(T, C) ≥ m, where m is defined in (iiid). Hence (1−θ)eG(T, C)−1 ≥
(1 − θ)m − 1 ≥ 0. Therefore (4.6) follows.

Assume (iiie) holds. By (4.8), |C| + eG(C, T ) ≡ 1 (mod 2). By (4.9),
we have |C| ≡ eG(C, S ∪ T ) (mod 2). Thus we have a contradiction when
eG(S, C) = 0. Hence eG(T, C) = 0. Then eG(S, C) ≡ |C| ≡ 1 (mod 2).
Therefore θeG(S, C) − 1 ≥ θm − 1 ≥ 0, and (4.6) follows.
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Assume (iiif) holds. In this case m = q∗(S, T ) = 0 and so γ(S, T ) ≥ −ε
from the fist calculation. Consequently the theorem is prove. �

As an easy consequence of the above theorem, we can obtain the following
theorem, which is an extension of Petersen’s 2-Factorable Theorem.

Theorem 4.3.2 (Kano [68] (1985)) Let a and b be even integers such that
0 ≤ a ≤ b, and n ≥ 1 be an integer. Then a general graph G can be
decomposed into n [a, b]-factors if and only if G is an [an, bn]-graph.

Proof. It is trivial that if a general graph G can be decomposed into n [a, b]-
factors, then G is [an, bn]-graph. So it suffices to prove that every general
[an, bn]-graph can be decomposed into n [a, b]-factors by induction on n. We
may assume n ≥ 2.

Let G be a general [an, bn]-graph, and θ = 1/n. Define g, f : V (G) → Z

as follows:

g(x) = f(x) = a if degG(x) = an,

g(x) ≤ θ degG(x) ≤ f(x) and f(x) − g(x) = 1 if an < degG(x) < bn,

g(x) = f(x) = b if degG(x) = bn.

Then g, f, θ satisfy the conditions (i), (ii) and (iiib) of Theorem 4.2.1. Hence
G has a (g, f)-factor F . For any vertex x with an < degG(x) < bn, we have

a(n − 1) < (1 − θ) degG(x) < b(n − 1)

as 1−θ = (n−1)/n, and thus a(n−1) ≤ degG−F (x) ≤ b(n−1). Hence G−F
is an [a(n − 1), b(n − 1)]-graph. By the inductive hypothesis, G − F can be
decomposed into n−1 [a, b]-factors, and therefore G can be decomposed into
n [a, b]-factors. �

Here we give another application of Theorem 4.3.1, that is, we give an-
other proof of the following theorem (Theorem 1.5.4).

Theorem 4.3.3 Let r ≥ 2 be an even integer, and G be a (r − 1)-edge
connected r-regular multigraph of odd order. Then for every vertex v, G − v
has a 1-factor.

Proof. Define θ = 1/r, and g, f : V (G) → Z by g(x) = f(x) = 1 for all
x ∈ V (G)−v and g(v) = 0 and f(v) = 1. Then conditions (ia), (ii) and (iiic)
are satisfied since n = r − 1 is odd. Hence G has a (g, f)-factor F , which is
the desired 1-factor of G − v since degF (v) = 0 by the parity of |G|. �

We now give the main theorem in this section, which was obtained by
Cai.
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Theorem 4.3.4 (Cai [24] (1991)) Let a, b,m, n be integers such that 1 ≤
a < b, 0 ≤ m,n and 1 ≤ m + n. Then
(i) If a is even, b is odd and b ≤ 2a + 1, then every [(6a + 2)m + an, (6b −
2)m + (b − 1)n]-multigraph is [a, b]-factorable.
(ii) If a is odd, b is even and b ≤ 2a, then every [(6a + 2)m + (a + 1)n, (6b−
2)m + bn]-multigraph is [a, b]-factorable.
(iii) If both a and b are odd and b ≤ 2a + 1, then every [(3a + 1)m + (a +
1)n, (3b − 1)m + (b − 1)n]-multigraph is [a, b]-factorable.

The bounds in the above theorem are sharp in the following sense: Con-
sider, for example, the case when a is even and b is odd. Then there exist a
[6a+1, 6b−2]-graph and a [6a+2, 6b−1]-graph that are not [a, b]-factorable.
For other cases, the same situations hold. We now show that the graphs
G1 and G2 of Figure 4.5, which are a [6a + 1, 6b − 2]-multigraph and a
[6a+2, 6b− 1]-multigraph, are not [a, b]-factorable. Assume that G1 is [a, b]-
factorable. Since degG(v) = 6b − 2 and degG(u) = 6a + 1, G1 must be
decomposed into six [a, b]-factors. We may assume that an [a, b]-factor F1

contains the minimum number of edges joining u to w. Then F1 contains at
most a− (b+1)/2 edges joining u to w. Since the degree of u in F1 is at least
a, F1 contains at least (b + 1)/2 edges joining u to v. Similarly F1 contains
at least (b + 1)/2 edges joining w to v. Therefore the degree of v in F1 is at
least b + 1, which is a contradiction. Therefore G1 is not [a, b]-factorable.

Assume that G2 is [a, b]-factorable. Then G2 must be decomposed into
six [a, b]-factors. It is clear that there exist at least three [a, b]-factors that
contain at least (b + 1)/2 edges each joining y and z. Similarly, there exist
at least two [a, b]-factors containing at least (b + 1)/2 edges each joining x
to y, and another two [a, b]-factors containing at least (b + 1)/2 edges each
joining x or z. Therefore there exists an [a, b]-factor F2 that contains at least
(b+1)/2 edges joining y and z and also at least (b+1)/2 edges joining either
x to y or x to z. Then one of {y, z} has degree at least b + 1 in F2, which is
a contradiction. Therefore G2 is not [a, b]-factorable.

Some results are corollaries of the above theorem. By setting a = k and
b = k + 1 in (i), we can obtain Theorem 4.2.6. Similarly by setting a = k
and b = k + 1 in (ii) we obtain Theorem 4.2.7. Moreover by taking a = 1
and b = 2 in (ii), we obtain the next theorem, which is the main result in
[68] and whose proof gives some proof techniques that are used in the proof
of Theorem 4.3.4.

Theorem 4.3.5 ([68]) Let m ≥ 1 and n ≥ 0 be integers. Then every [8m +
2n, 10m + 2n]-multigraph is [1, 2]-factorable.
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Figure 4.5: (a) An [6a + 1, 6b − 2]-multigraph G1 that is not [a, b]-factorable; (b)
an [6a + 2, 6b − 1]-multigraph that is no [a, b]-factorable.

We shall prove only (i) and give brief sketch of proofs of (ii) and (iii)
which can be proved in a similar way. Let us first consider the case where
a ≥ 2 is an even integer, b ≥ 3 is an odd integer and a < b ≤ 2a + 1. We
prove (i) of the theorem in several steps, which are given in the following
lemmas.

Lemma 4.3.6 Assume that a is even, b is odd and 1 ≤ a < b ≤ 2a + 1.
Let m ≥ 1 and n ≥ 1. Then every [(6a + 2)m + an, (6b − 2)m + (b − 1)n]-
multigraph G contains an [a, b]-factor F such that G − F is a [(6a + 2)m +
a(n − 1), (6b − 2)m + (b − 1)(n − 1)]-graph.

Proof. Let G be a [(6a+2)m+an, (6b−2)m+(b−1)n]-multigraph. Define
g, f : V (G) → Z by

g(x) = max{a, degG(x) − ((6b − 2)m + (b − 1)(n − 1))},
f(x) = min{b,degG(x) − ((6a + 2)m + a(n − 1))}.

Then

a ≤ degG(x) − ((6a + 2)m + a(n − 1)),

degG(x) − ((6b − 2)m + (b − 1)(n − 1)) ≤ b − 1 < b,

(6a + 2)m + a(n − 1) < (6b − 2)m + (b − 1)(n − 1).

Hence

g(x) ≤ f(x) for all x ∈ V (G), and

g(x) = f(x) if and only if degG(x) = (6a + 2)m + an,

which implies g(x) = f(x) = a.
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Since a ≤ g(x) and f(x) ≤ b, a (g, f)-factor is an [a, b]-factor. Define

θ =
a

(6a + 2)m + an
.

Then it follows from b ≤ 2a + 1 that

b − 1

(6b − 2)m + (b − 1)n
≤ θ <

b

(6b − 2)m + (b − 1)n
.

In particular,
a ≤ θ degG(x) < b.

We obtain

(1 − θ) degG(x) ≤ (1 − θ)
(
(6b − 2)m + (b − 1)n

)
≤ (6b − 2)m + (b − 1)n − (b − 1)

= (6b − 2)m + (b − 1)(n − 1),

which implies degG(x) − ((6b − 2)m + (b − 1)(n − 1)) ≤ θ degG(x), and thus

g(x) ≤ θ degG(x).

Similarly,

(1 − θ) degG(x) ≥ (1 − θ)((6a + 2)m + an)

= (6a + 2)m + an − a = (6a + 2)m + a(n − 1),

which implies degG(x) − ((6a + 2)m + a(n − 1)) ≥ θ degG(x), and so

θ degG(x) ≤ f(x).

Therefore θ, n = 1, g and f satisfy conditions (ia), (ii) and (iiib) of Theo-
rem 4.3.1. Thus G has an (g, f)-factor F .

It follows from

A − max{B, C} ≤ A − B and A − min{B, C} ≥ A − B

that

degG(x) − g(x) ≤ degG(x)

−
(

degG(x) − ((6b − 2)m + (b − 1)(n − 1))
)

= (6b − 2)m + (b − 1)(n − 1),

and

degG(x) − f(x) ≥ degG(x)

−
(

degG(x) − ((6a + 2)m + a(n − 1))
)

= (6a + 2)m + a(n − 1).
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Hence G − F is a [(6a + 2)m + a(n − 1), (6b − 2)m + (b − 1)(n − 1)]-graph,
and the lemma is proved. �

Lemma 4.3.7 Assume that a is even, b is odd and 2 ≤ a < b ≤ 2a + 1.
Then every connected [6a + 2, 6b − 2]-multigraph can be decomposed into a
[3a, 3b−1]-factor having at most one vertex of degree 3a and a [3a+1, 3b−1]-
factor.

Proof. Let G be a connected [6a + 2, 6b− 2]-multigraph. If G has a vertex
of degree 6a + 2, then choose one such vertex w. Define g, f : V (G) → Z by

g(x) = max{3a + 1, degG(x) − (3b − 1)} for all x ∈ V (G) − w,

g(w) = g(x) − 1, where x �= w, and

f(x) = min{3b − 1, degG(x) − (3a + 1)} for all x ∈ V (G).

Then

degG(x) − (3b − 1) ≤ degG(x) − 1

2
· degG(x) =

1

2
· degG(x),

degG(x) − (3a + 1) ≥ degG(x) − 1

2
· degG(x) ≥ 1

2
· degG(x).

Thus

g(x) ≤ 1

2
· degG(x) ≤ f(x) for all x ∈ V (G), and

g(x) = f(x) if and only if degG(x) = 6a + 2, x �= w

or degG(x) = 6b − 2.

Then θ = 1/2, n = 1, g and f satisfy (ia), (ii) and (iiic) of Theorem 4.3.1,
and thus G has a (g, f)-factor F . It is easy to verify that F is the desired
[3a, 3b − 1]-factor and G − F is the desired [3a + 1, 3b − 1]-factor. �

Since the proof of the next Lemma 4.3.8 is long, we postpone it and now
prove Theorem 4.3.4 under the assumption that Lemma 4.3.8 is true.

Proof of (i) of Theorem 4.3.4 Let G be a [(6a+2)m+an, (6b−2)m+(b
−1)n]-multigraph. By considering each component of G, we may assume
that G is connected. We use this argument below without mentioning it
again. If m = 0, then G is [an, (b− 1)n]-graph, and so G can be decomposed
into n [a, b − 1]-factors by Theorem 4.3.2. Hence we may assume m ≥ 1.
By Lemma 4.3.6 G can be decomposed into n [a, b]-factors and one [(6a +
2)m, (6b − 2)m]-factor. By Theorem 4.3.2 the [(6a + 2)m, (6b − 2)m]-factor
can be decomposed into m [(6a+2), (6b−2)]-factors. By Lemma 4.3.7 and by
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the following Lemma 4.3.8, every [(6a+2), (6b−2)]-factor can be decomposed
into six [a, b]-factors. Consequently, G is decomposed into [a, b]-factors, and
the theorem is proved. �

Lemma 4.3.8 Assume that a is even, b is odd and 2 ≤ a < b ≤ 2a + 1.
Then every connected [3a, 3b − 1]-multigraph having at most one vertex of
degree 3a can be decomposed into three [a, b]-factors.

Proof. Let G be a connected [3a, 3b−1]-graph having at most one vertex of
degree 3a. We shall prove the lemma by induction on the order |G|. Since G
has no loops, |G| ≥ 2. It is easy to verify that the assertion holds if |G| ≤ 3.
So we may assume |G| ≥ 4. Define two functions g and f on V (G) as

g(x) = max{a, degG(x) − (2b − 1)},
f(x) = min{b,degG(x) − 2a}.

However, if G has no vertex x with 3a < degG(x) < 3b − 1, then choose one
vertex w of degree 3b − 1 and modify g and f as follows:

g(x) = max{a, degG(x) − (2b − 1)} for all x ∈ V (G) − w,

g(w) = g(x) − 1, where x �= w, and

f(x) = min{b, degG(x) − 2a} for all x ∈ V (G).

Then

g(x) ≤ f(x) for all x ∈ V (G), and

g(x) = f(x) if and only if degG(x) = 3a,

or degG(x) = 3b − 1 and x �= w.

We consider the following two cases.

Case 1. G has a (g, f)-factor F .

Let H = G − F . Then

degG(x) − g(x) ≤ degG(x) − ( degG(x) − (2b − 1)) = 2b − 1, (x �= w)

degG(w) − g(w) = (3b − 1) − (b − 1) = 2b,

degG(x) − f(x) ≥ degG(x) − ( degG(x) − 2a) = 2a.

Hence H is a [2a, 2b]-graph with at most one vertex of degree 2b. Further-
more, if H has a vertex of degree 2b, G has no vertices x with 3a < degG(x) <
3b − 1, in particular, G has at least two vertices of degree 3b − 1, and thus



204 CHAPTER 4. [A, B]-FACTORIZATIONS

H has a vertex u of degree 2b − 1, for which the following g′ and f ′ satisfy
g′(u) < f ′(u).

Define g′, f ′ on V (H) as

g′(x) = max{a, degH(x) − b},
f ′(x) = min{b,degH(x) − a}.

Then

g′(x) ≤ 1

2
· degH(x) ≤ f ′(x) for all x ∈ V (H), and

g′(x) = f ′(x) if and only if degH(x) = 2a, or

degH(x) = 2b.

Then θ = 1/2, n = 1, g′, f ′ satisfies (ia), (ii) and (iiic) of Theorem 4.3.1,
and thus H has a (g′, f ′)-factor F ′. It is clear that F ∪ F ′ ∪ (H − F ′) is the
required [a, b]-factorization of G.

Case 2. G has no (g, f)-factor.

By Lovász (g, f)-Factor Theorem 3.1.1, there exist two disjoint subsets S
and T of V (G) such that

γ(S, T ) =
∑
x∈S

f(x)+
∑
x∈T

(degG(x)−g(x))−eG(S, T )−q∗(S, T ) ≤ −1. (4.10)

Let C1, C2, . . . , Cm be the set of (g, f)-odd components of G− (S∪T ), where
m = q∗(S, T ). Then every C = Ci satisfies g(x) = f(x) for all x ∈ V (C) and∑

x∈V (C) f(x) + eG(C, S ∪ T ) ≡ 1 (mod 2). So every vertex of C has even
degree, and thus

eG(C, S ∪ T ) ≥ 2 and eG(C, S ∪ T ) ≡ 0 (mod 2).

Let
β = #{Ci | eG(Ci, S ∪ T ) = 2, 1 ≤ i ≤ m}.

Then

∑
x∈S∪T

degG(x) ≥
m∑

i=1

eG(S ∪ T, Ci) + 2eG(S, T )

≥ 4(m − β) + 2β + 2eG(S, T ),

and thus ∑
x∈S∪T

degG(x) + 2β ≥ 4m + 2eG(S, T ). (4.11)
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For any 0 ≤ θ ≤ 1/2, we have

γ(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − m

=
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − θeG(S, T )

−1

4

(
4m + 2eG(S, T )

)
−
(1

2
− θ

)
eG(S, T )

≥
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − θ
∑
x∈S

degG(x)

−1

4
(
∑

x∈S∪T

degG(x) + 2β) −
(1

2
− θ

)∑
x∈T

degG(x) (by (4.11))

=
∑
x∈S

(
f(x) − (

1

4
+ θ) degG(x)

)

+
∑
x∈T

(
(
1

4
+ θ) degG(x) − g(x)

)
− β

2
. (4.12)

In particular, taking θ = (b+1)/4(3b−1), we have 1/4+ θ = b/(3b−1). For
every vertex x ∈ S, it follows that

f(x) −
(1

4
+ θ

)
degG(x) = f(x) − b

3b − 1
degG(x)

=
1

3b − 1

(
(3b − 1)f(x) − b degG(x)

)
=

1

3b − 1
min{b((3b − 1) − degG(x)), (2b − 1) degG(x) − 2a(3b − 1)}

≥
{ −a/(3b − 1) if degG(x) = 3a

0 otherwise.

Similarly, for every x ∈ T , it follows that(1

4
+ θ

)
degG(x) − g(x)

≥ 1

3b − 1
min{bdegG(x) − a(3b − 1), (2b − 1)((3b − 1) − degG(x))}

≥ 0.

Let S(3a) = {x ∈ S| degG(x) = 3a}. Then |S(3a)| ≤ 1 since G has at most
one vertex of degree 3a. So it follows that∑

x∈S

(
f(x) − (

1

4
+ θ) degG(x)

)

≥ − a

3b − 1
· |S(3a)| ≥ −1

3
· |S(3a)|. (4.13)
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By combining (4.10), (4.12) and (4.13), we have

|S(3a)|
3

+
β

2
≥ 1.

From the above inequality and |S(3a)| ≤ 1, it follows that β ≥ 2, and thus
the next Claim holds.

Claim G − (S ∪ T ) has a (g, f)-odd component, say Ct, such that

eG(Ct, S ∪ T ) = 2, and

degG(x) = 3b − 1 for all x ∈ V (Ct).

Since G has no loops, |Ct| ≥ 2, and since∑
x∈V (Ct)

f(x) + eG(Ct, S ∪ T ) = b|Ct| + 2 ≡ |Ct| ≡ 1 (mod 2),

we have |Ct| ≥ 3. Let {u1w1, u2w2} the edges joining Ct and S ∪ T , where
u1, u2 ∈ S ∪T and w1, w2 ∈ V (Ct). Let K be the graph obtained from Ct by
adding a new edge w1w2, which might be a loop of K. Let

b = 2s + 1, where s ≥ 1.

Then 3b − 1 = 6s + 2 and K is a (6s + 2)-regular graph, so by Petersen’s
2-Factorable Theorem 4.1.3, K can be decomposed into 3s + 1 2-factors
R0, R1, R2, · · · , R3s, where we may assume w1w2 ∈ R1. Let

Q1 =

s⋃
i=1

Ri, Q2 =

2s⋃
i=s+1

Ri, Q3 =

3s⋃
i=2s+1

Ri.

Then every Qi is a 2s-factor of K. We can assign the edges of R0 one by one
to Q1, Q2, Q3 so that

degQ1
(w1) = 2s + 1, degQ2

(w1) = 2s, and

degQi
(x) ≤ 2s + 1 for all x ∈ V (Ct), i ∈ {1, 2, 3}. (4.14)

To see this, first assign an edge of R0 incident with w1 to Q1, and in general,
for any unassigned edge xy of R0, there exist at most one Qi with degQi

(x) =
2s + 1 and at most one Qj with degQj

(y) = 2s + 1, and so we can assign
xy to Qk, where k �∈ {i, j}. Since degQ1

(w1) = 2s + 1, we may assume
degQ2

(w1) = 2s (and degQ3
(w1) = 2s + 1).

We consider two subcases according to whether u1 = u2 or not.
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w1

u1 u2

Ct
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S[T

w1=w2/

K=Ct+w1w2

G G2

u1 S[T

z1 z2

3b-2

u1=u2/
u1=u2

Figure 4.6: A graph G with a component Ct, where it may occur w1 = w2; and a
[3a, 3b − 1]-graph G2, where u1 = u2.

Subcase 2.1 u1 �= u2.

By adding a new edge u1u2 to G − V (Ct), we obtain a [3a, 3b − 1]-
multigraph G1, which contains at most one vertex of degree 3a (Figure 4.6).
By the induction hypotheses, G1 has an [a, b]-factorization A1 ∪A2 ∪A3. We
may assume u1u2 ∈ A1. Let

F1 = (A1 − u1u2) ∪ (Q1 − w1w2) ∪ {u1w1, u2w2},
F2 = A2 ∪ Q2,

F3 = A3 ∪ Q3.

Then F1 ∪ F2 ∪ F3 is the desired [a, b]-factorization of G. Note the above
arguments hold when w1 = w2 without changing anything.

Subcase 2.1 u1 = u2.

In this case, we obtain a new graph G2 from G − V (Ct) by adding two
new vertices z1 and z2, by joining them by 3b − 2 multiple edges, and by
adding two new edges u1z1 and u1z2. Then G2 is a [3a, 3b − 1]-multigraph
having at most one vertex degree 3a. Moreover |G2| < |G| as |Ct| ≥ 3. Hence
by the induction hypothesis, G2 can be decomposed into three [a, b]-factors
A1, A2, A3.

If u1z1, u1z2 ∈ A1, then let

F1 = (A1 − {z1, z2}) ∪ (Q1 − w1w2) ∪ {u1w1, u1w2},
F2 = (A2 − {z1, z2}) ∪ Q2,

F3 = (A3 − {z1, z2}) ∪ Q3,

where Ai − {z1, z2} denotes the graph obtained from Ai by removing z1 and
z2 together with all edges incident with them.
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If u1z1 ∈ A1 and u1z2 ∈ A2, then define

F1 = (A1 − {z1, z2}) ∪ (Q1 − w1w2) ∪ {u1w2},
F2 = (A2 − {z1, z2}) ∪ Q2 ∪ {u1w1},
F3 = (A3 − {z1, z2}) ∪ Q3.

Then by (4.14) we can easily show that F1 ∪ F2 ∪ F3 is the desired [a, b]-
factorization of G in each case. �

It is shown that Lemma 4.3.6 does not hold if 2a + 1 < b. For example,
consider the complete bipartite graph G = K((6b + 2)m + (b − 1)n, (6a +
2)m + an). Then G has no [a, b]-factor F such that G− F is a [(6a + 2)m +
a(n− 1), (6b + 2)m + (b − 1)(n − 1)]-graph ([24]). So it seems to be difficult
to remove the condition b ≤ 2a + 1.

The statement (ii) of Theorem 4.3.4 can be proved by showing the follow-
ing three lemmas. We give only a brief sketch of the proof of each lemma.

Lemma 4.3.9 Assume that a is odd, b is even and 1 ≤ a < b ≤ 2a. Let
m ≥ 1 and n ≥ 1. Then every [(6a+2)m+(a+1)n, (6b−2)m+bn]-multigraph
G contains an [a, b]-factor F such that G − F is a [(6a + 2)m + (a + 1)(n −
1), (6b − 2)m + b(n − 1)]-graph.

Proof. Let G be a [(6a+2)m+(a+1)n, (6b−2)m+ bn]-multigraph. Define
g, f : V (G) → Z by

g(x) = max{a, degG(x) − ((6b − 2)m + b(n − 1))}
f(x) = min{b, degG(x) − ((6a + 2)m + (a + 1)(n − 1))}.

Then G has a (g, f)-factor F , which is an [a, b]-factor, and G−F is a [(6a +
2)m + (a + 1)(n − 1), (6b − 2)m + b(n − 1)]-graph. �

Lemma 4.3.10 Assume that a is odd, b is even and 1 ≤ a < b ≤ 2a. Then
every connected [6a+2, 6b−2]-multigraph can be decomposed into a [3a+1, 3b]-
factor having at most one vertex of degree 3b and a [3a + 1, 3b − 1]-factor.

Proof. Let G be a connected [6a + 2, 6b− 2]-multigraph. If G has a vertex
of degree 6b − 2, then choose one such vertex w. Define g, f : V (G) → Z by

g(x) = max{3a + 1, degG(x) − (3b − 1)} for all x ∈ V (G),

f(x) = min{3b − 1, degG(x) − (3a + 1)} for all x ∈ V (G) − w,

f(w) = f(x) + 1, where x �= w.
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Then G has a (g, f)-factor F , which is a [3a+1, 3b]-factor having at most one
vertex of degree 3b, and thus we obtain the desired factorization F ∪(G−F ).
�

Lemma 4.3.11 Assume that a is odd, b is even and 1 ≤ a < b ≤ 2a. Then
every connected [3a + 1, 3b]-multigraph having at most one vertex of degree
3b can be decomposed into three [a, b]-factors.

Proof. Let G be a connected [3a + 1, 3b]-graph having at most one vertex
of degree 3b. We shall prove the lemma by induction on the order |G|. We
may assume |G| ≥ 4. Define two functions g and f on V (G) as

g(x) = max{a, degG(x) − 2b},
f(x) = min{b, degG(x) − (2a + 1)}.

However, if G has no vertex x with 3a + 1 < degG(x) < 3b, then choose a
vertex w of degree 3a + 1 and modify g and f as follows:

g(x) = max{a, degG(x) − 2b} for all x ∈ V (G),

f(x) = min{b, degG(x) − (2a + 1)} for all x ∈ V (G) − w,

f(w) = f(x) + 1, where x �= w.

Then we consider two cases according to whether G has a (g, f)-factor or
not, and prove the lemma. �

Statement (iii) of Theorem 4.3.4 can be proved by showing the following
three lemmas. We give only a brief sketch of the proof of each lemma.

Lemma 4.3.12 Assume that both a and b are odd and 1 ≤ a < b ≤ 2a + 1.
Let m ≥ 1 and n ≥ 1. Then every [(3a+1)m+(a+1)n, (3b−1)m+(b−1)n]-
multigraph G contains an [a, b]-factor F such that G − F is a [(3a + 1)m +
(a + 1)(n − 1), (3b − 1)m + (b − 1)(n − 1)]-graph.

Proof. Let G be a [(3a + 1)m + (a + 1)n, (3b− 1)m + (b− 1)n]-multigraph.
Define g, f : V (G) → Z by

g(x) = max{a, degG(x) − ((3b − 1)m + (b − 1)(n − 1))}
f(x) = min{b, degG(x) − ((3a + 1)m + (a + 1)(n − 1))}.

Then G has a (g, f)-factor, which is the required [a, b]-factor. �
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Lemma 4.3.13 Assume that both a and b are odd and 1 ≤ a < b ≤ 2a + 1.
Then every connected [3a+1, 3b−1]-multigraph can be decomposed into three
[a, b]-factors.

Proof. Let G be a connected [3a + 1, 3b − 1]-multigraph. We shall prove
the lemma by induction on the order |G|. We may assume |G| ≥ 4. Define
two functions g and f on V (G) as

g(x) = max{a, degG(x) − 2b},
f(x) = min{b, degG(x) − (2a + 1)}.

We may assume that G has a vertex of degree greater than 3a + 1 since
otherwise the lemma follows from Lemma 4.3.11. Then we consider two cases
according to whether G has a (g, f)-factor or not, and prove the lemma. �

We now turn our attention to (g, f)-factorizations. For two functions
h, k : V (G) → Z with h(x) ≤ k(x) for all x ∈ V (G) we say that a graph G is
(h, k)-graph if

h(x) ≤ degG(x) ≤ k(x) for all x ∈ V (G).

Moreover, for integers s and t, sh + t denotes the function defined by

(sh + t)(x) = sh(x) + t for all x ∈ V (G).

Some results on [a, b]-factorization are generalized to those on (g, f)-factorization
as follows:

Theorem 4.3.14 (Liu [97](1994)) Let G be a ((g + 1)n − 1, (f − 1)n + 1)-
multigraph, where g, f : V (G) → Z such that 1 ≤ g(x) < f(x) for all
x ∈ V (G), and n ≥ 1 be an integer. Then G is (g, f)-factorable.

Proof. Let G be a ((g + 1)n − 1, (f − 1)n + 1)-multigraph. We shall prove
the theorem by induction on n. If n = 1, then G itself is a (g, f)-factor. So
we may assume n ≥ 2. Define h, k : V (G) → Z by

h(x) = max{g(x), degG(x) − ((f(x) − 1)(n − 1) + 1)},
k(x) = min{f(x), degG(x) − ((g(x) + 1)(n − 1) − 1)}.

Then

g(x) < degG(x) −
(
(g(x) + 1)(n − 1) − 1

)
,

degG(x) −
(
(f(x) − 1)(n − 1) + 1

)
< f(x),

g(x) < f(x).



4.3. [A, B]-FACTORIZATIONS OF GRAPHS 211

Hence

h(x) < k(x) for all x ∈ V (G).

Since g(x) ≤ h(x) and k(x) ≤ f(x), a (h, k)-factor is an (g, f)-factor. Define

θ =
1

n
.

Then 1 − θ = (n − 1)/n and so

(1 − θ) degG(x) ≤ (1 − θ)
(
(f(x) − 1)n + 1

)
= (f(x) − 1)(n − 1) + 1 − 1

n
,

which implies degG(x) − ((f(x) − 1)(n − 1) + 1) < θ degG(x), and since
θ degG(x) ≥ (g(x) + 1) − 1/n > g(x), we have

h(x) < θ degG(x).

Similarly,

(1 − θ) degG(x) ≥ (1 − θ)
(
(g(x) + 1)n − 1

)
= (g(x) + 1)(n − 1) − 1 +

1

n
,

which implies degG(x) − ((g(x) + 1)(n − 1) − 1) > θ degG(x), and so

θ degG(x) < k(x).

Therefore θ, n = 1, h and k satisfy conditions (ia), (ii) and (iiif) of Theo-
rem 4.3.1. Thus G has an (h, k)-factor F . It is easy to see that G − F is a
((g + 1)(n − 1) − 1, (f − 1)(n − 1) + 1)-graph since

degG(x) − h(x) ≤ (f(x) − 1)(n − 1) + 1,

degG(x) − k(x) ≥ (g(x) + 1)(n − 1) − 1.

Consequently the theorem is proved. �

The following Theorem 4.3.15 also can be proved by using Theorem 4.3.14
and a proof technique similar to the one used in the proof of Theorem 4.3.4,

i.e., show that every
(
2t((g +1)n−1)+(g +1)s, 2t((f −1)n+1)+(f −1)s

)
-

multigraph G has a (g, f)-factor F such that G − F is
(
2t((g + 1)n − 1) +

(g + 1)(s − 1), 2t((f − 1)n + 1) + (f − 1)(s − 1)
)
-multigraph; a (2t((g +

1)n−1), 2t((f −1)n+1)-multigraph can be decomposed into t (2((g +1)n−
1)), (2((f − 1)n + 1))-graph; and every (2((g + 1)n − 1)), (2((f − 1)n + 1))-
multigraph is (g, f)-factorable.
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Theorem 4.3.15 (Yan [152](1995)) Let G be a multigraph, g, f : V (G) →
Z such that 1 ≤ g(x) ≤ f(x) for all x ∈ V (G), and n ≥ 2, s ≥ 0, t ≥ 0 be

integers. Then every
(
2t((g+1)n−1)+(g+1)s, 2t((f −1)n+1)+(f −1)s

)
-

graph is (g, f)-factorable.



Chapter 5

Parity Factors

In this chapter we consider (g, f)-parity factors. In particular, we consider
odd factors and even factors, in which every vertex has odd degree or even
degree, respectively. Then we consider partial parity factors. These factors
are special cases of H-factors. Finally, we give some remarks on H-factors.

5.1 Parity (g, f)-Factors and (1, f)-Odd Fac-

tors

Let G be a general graph, and g, f : V (G) → Z be functions such that

g(x) ≤ f(x) and g(x) ≡ f(x) (mod 2) for all x ∈ V (G).

Then a spanning subgraph F of G is called a parity (g, f)-factor if

g(x) ≤ degF (x) ≤ f(x) and degF (x) ≡ f(x) (mod 2) (5.1)

for all x ∈ V (G). Note that we allow g(x) < 0 and degG(y) < f(y) for some
vertices x and y of G. We may restrict ourselves to the case when 0 ≤ g(x) ≤
f(x) ≤ degG(x) for all x ∈ V (G). However, when we apply a criterion for the
existence of parity (g, f)-factors to some problems, this relaxation on g and
f plays an important rule, that is, proofs of some theorems become shorter
and simpler.

Theorem 5.1.1 (The Parity (g, f)-Factor Theorem, Lovász [101] (1972))
Let G be a general graph and g, f : V (G) → Z such that g(x) ≤ f(x) and
g(x) ≡ f(x) (mod 2) for all x ∈ V (G). Then G has a parity (g, f)-factor if
and only if for all disjoint subsets S and T of V (G), it follows that

η(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q(S, T ) ≥ 0, (5.2)

213
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where q(S, T ) denotes the number of components C of G− (S ∪ T ) such that∑
x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2). (5.3)

Proof. We first construct a new graph G∗ from G by adding (f(x)−g(x))/2
loops to every vertex x ∈ V (G), and we regard f as a function f : V (G∗) → Z

(Figure 5.1).

G

-1,5

3,3

2,4

2,4

-2,6

G*

5 3

4

4

6

F*F

Figure 5.1: A graph G, its parity (g, f)-factor F and the new graph G∗ together
with an f -factor F ∗ denoted by bold edges; numbers denote g(x) and f(x) in G
and f(x) in G∗.

We can easily see that G has a parity (g, f)-factor if and only if G∗ has an
f -factor since we can get an f -factor of G∗ from a parity (g, f)-factor F of G
by adding (f(x)−degF (x))/2 loops to every vertex x of F , and conversely, we
can obtain a parity (g, f)-factor of G from an f -factor F ∗ of G∗ by deleting
all the new loops of F ∗ (Figure 5.1). Therefore we can apply the f -Factor
Theorem 2.1.2 to the new graph G∗. Since

degG∗(x) = degG(x) + f(x) − g(x),

eG∗(S, T ) = eG(S, T ), qG∗(S, T ) = qG(S, T ),

we have

δG∗(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG∗(x) − f(x)) − eG∗(S, T ) − qG∗(S, T )

=
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − qG(S, T )

= η(S, T ).

Consequently, the theorem follows from the (g, f)-Factor Theorem 2.1.2. �
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Later we mainly consider (1, f)-odd factors but before moving on to this
topic, we first deal with even factors. A spanning subgraph F of a graph
G is called an even factor of G if every vertex has a positive even degree
in F . From the (g, f)-Parity Factor Theorem, we can easily obtain the next
theorem.

Note that by using a function f : V (G) → {2, 4, 6, · · ·} we can also
consider an (2, f)-even factor, however a criterion for the existence of this
factor is not simpler than that for an even factor.

Theorem 5.1.2 A general graph G has an even factor if and only if∑
x∈X

(degG(x) − 2) − q(G; X) ≥ 0 for all X ⊂ V (G), (5.4)

where q(G; X) denotes the number of components C of G − X such that
eG(C, X) ≡ 1 (mod 2).

Proof. Let N be a sufficiently large even integer, and define g(x) = 2 and
f(x) = N for all x ∈ V (G). Then G has an even factor if and only if G has
a parity (g, f)-factor. Let S and T be two disjoint subsets of V (G). If S is
a nonempty set, then

η(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − 2) − eG(S, T ) − q(S, T )

≥ N +
∑
x∈T

(degG(x) − 2) − eG(S, T ) − q(S, T ) ≥ 0.

Hence we may assume that S = ∅. Then

η(∅, T ) =
∑
x∈T

(degG(x) − 2) − q(∅, T ) =
∑
x∈T

(degG(x) − 2) − q(G; T ).

Therefore the theorem is proved by the Parity (g, f)-Factor Theorem 5.1.1.
�

Theorem 5.1.3 (Problem 42, Sec. 7, [107]) Every 2-edge connected multi-
graph with δ(G) ≥ 3 has an even factor.

Proof. Let X be a nonempty vertex subset, and D1, D2, . . . , Dm be the
components of G−X such that eG(Di, X) is odd, where m = q(G; X). Since
G is 2-edge connected, eG(Di, X) ≥ 3. Hence

3m ≤ eG(D1 ∪ · · · ∪ Dm, X) ≤
∑
x∈X

degG(x).
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Thus ∑
x∈X

(degG(x) − 2) − m

≥
∑
x∈X

degG(x) − 2|X | − 1

3

∑
x∈X

degG(x)

≥ 2

3

∑
x∈X

degG(x) − 2|X | ≥ 2

3
· 3|X | − 2|X | = 0.

Therefore G has an even factor by Theorem 5.1.2. �

We now consider a special parity factor called an odd factor. For an odd
integer-valued function f : V (G) → {1, 3, 5, . . .}, a spanning subgraph F of
G is called a (1, f)-odd factor if

degF (x) ∈ {1, 3, . . . , f(x)} for all x ∈ V (G).

Of course, if f(x) = 1 for all vertices x, then (1, f)-odd factor is nothing but
a 1-factor. For a constant odd integer n ≥ 1, if f(x) = n for all x ∈ V (G),
then a (1, f)-odd factor is called a [1, n]-odd factor. So a [1, n]-odd factor
F satisfies

degF (x) ∈ {1, 3, . . . , n} for all x ∈ V (F ).

It is interesting that for the existence of an (1, f)-odd factor, we have
a much simpler criterion than for a parity (g, f)-factor. Since a (1, f)-odd
factor is a special parity (g, f)-factor, we can prove the following theorem
by making use of the Parity (g, f)-Factor Theorem. Also since a (1, f)-odd
factor is an extension of 1-factor, we can expect that the theorem can also be
proved in a manner similar way to the proof of the 1-Factor Theorem. Here
we give the two proofs mentioned.

Theorem 5.1.4 ((1, f)-Odd Factor Theorem, Cui and Kano [35]) Let
G be a general graph and f : V (G) → {1, 3, 5, . . .}. Then G has an (1, f)-odd
factor if and only if

odd(G − S) ≤
∑
x∈S

f(x) for all S ⊆ V (G). (5.5)

Proof of necessity. Suppose that G has a (1, f)-odd factor F . Since every
component of F has even order, G has no odd components, and so (5.5) holds
for S = ∅. Let ∅ �= S ⊂ V (G), and C be any odd component of G−S. Then
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there exists an edge of F joining C to S, since every component of F is of
even order. Hence

odd(G − S) ≤ eF (G − S, S) ≤
∑
x∈S

degF (x) ≤
∑
x∈S

f(x).

Therefore (5.5) holds.

Proof of sufficiency. Suppose that a general graph G satisfies (5.5). Let N
be a sufficiently large odd integer. For example, N is an odd integer greater
than |G| + ||G||. We define g : V (G) → Z by g(x) = −N for all x ∈ V (G).
Then (1, f)-odd factor and parity (g, f)-factor are the same. So it suffices to
show that G has a parity (g, f)-factor.

Let S and T be two disjoint subsets of V (G). If T �= ∅, then degG(x) −
g(x) = degG(x) + N for every x ∈ T , where N is sufficiently large, and so

η(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − h(S, T )

≥ N − eG(S, T ) − h(S, T ) ≥ 0.

Hence we may assume T = ∅. It is immediate that a component C of G− S
satisfying (5.3) has odd order since∑

x∈V (C)

f(x) ≡ |V (C)| ≡ 1 (mod 2).

Hence q(S, ∅) = odd(G − S), and therefore it follows from (5.2) and (5.5)
that

η(S, ∅) =
∑
x∈S

f(x) − q(S, ∅) =
∑
x∈S

f(x) − odd(G − S) ≥ 0.

Consequently, by the parity (g, f)-Factor Theorem 5.1.1, G has a parity
(g, f)-factor, which is the desired (1, f)-odd factor of G. �

In order to give another proof of the (1, f)-Odd Factor Theorem, we need
the next theorem, which gives an criterion for a tree to have an (1, f)-odd
factor.

Theorem 5.1.5 ([35]) Let T be a tree of even order and f : V (G) →
{1, 3, 5, . . .}. Then T has an (1, f)-odd factor if and only if

odd(T − x) ≤ f(x) for all x ∈ V (T ). (5.6)
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Proof. We shall prove only sufficiency since necessity can be easily shown
as in the proof of necessity of Theorem 5.1.4. Let F be a subgraph of T
induced by the edge subset

A = {e ∈ E(T ) | odd(T − e) = 2}. (Figure 5.2)

Note that for any edge e of T , T − e consists of two components, and those
are simultaneously odd or even. Here the set A consists of those edges e for
which T − e consists of two odd components. For any vertex v of T , T − v
has odd order since T is of even order, and so T − v has at least one odd
component, say C. Then the edge e of T joining C to v is contained in A,
which implies that F is a spanning subgraph of T . Obviously, an edge of
T joining v to an even component of G − v is not contained in A. Hence
the number of edges in A incident with v is equal to the number of odd
components of G − v. Furthermore, since T − v has odd order, the number
of odd components of T − v is odd, and hence

degF (v) = odd(T − v) and odd(T − v) ≡ 1 (mod 2).

Consequently, by (5.6), F is the desired (1, f)-odd factor of T . �

Figure 5.2: A tree T of odd order and its unique odd factor shown by bold edges;
Every bold edge e satisfies odd(T − e) = 2.

The next theorem is a corollary of the previous one, where an odd factor
and an odd subgraph mean a spanning subgraph and a subgraph with all
degrees odd, respectively. Note that every connected graph G has a vertex
v such that G − v is connected.

Theorem 5.1.6 (Problem 42 of Sec. 7 [107]) Let G be a connected general
graph. Then the following statements hold.
(i) If G has even order, then G has an odd factor.
(ii) If G has odd order, then G has an odd subgraph of order |G| − 1.
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We are ready to give another proof to the (1, f)-Odd Factor Theorem,
which does not use the Parity (g, f)-Factor Theorem 5.1.1.

Another proof of necessity of the (1, f)-Odd Factor Theorem ([9],
[35]). We shall prove the theorem by induction on the size ||G|| of G. We
may assume that G is connected. Then G is of even order as odd(G−∅) ≤ 0
by (5.5). Moreover, by Theorem 5.1.5, we may assume that G is not a tree.
It is clear that for every non-empty subset S of V (G), we have

odd(G − S) ≡ |S| ≡
∑
x∈S

f(x) (mod 2). (5.7)

We consider two cases.

Case 1. odd(G − S) <
∑

x∈S f(x) for all ∅ �= S ⊂ V (G).

In this case, we have odd(G − S) ≤ ∑
x∈S f(x) − 2 by (5.7). Since G is

not a tree, we can take an edge e1 of G such that G − e1 is connected. For
any non-empty subset S ⊂ V (G − e1) = V (G), we have

odd(G − e1 − S) ≤ odd(G − S) + 2 ≤
∑
x∈S

f(x).

By the inductive hypotheses, G−e1 has a (1, f)-odd factor, which is of course
the desired (1, f)-odd factor of G.

Case 2. odd(G − S) =
∑

x∈S f(x) for some ∅ �= S ⊂ V (G).

Choose a maximal subset S ⊂ V (G), which satisfies odd(G−S) =
∑

x∈S f(x).
Then

odd(G − X) <
∑
x∈X

f(x) for all S ⊂ X ⊆ V (G). (5.8)

Claim 2.1 Every even component of G − S has a (1, f)-odd factor.

Let D be an even component of G − S, and ∅ �= R ⊂ V (D). Then by (5.8),
we have

odd(G − S) + odd(D − R) = odd(G − (S ∪ R)) <
∑

x∈S∪R

f(x),

which implies odd(D−R) <
∑

x∈R f(x). Hence the claim holds by induction.

Claim 2.2 For any odd component C of G−S and any edge e = vw joining
v ∈ V (C) to w ∈ S, C + e has a (1, f)-odd factor, where f is defined as
f(w) = 1 (Figure 5.3).
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Let ∅ �= R ⊂ V (C + e) = V (C) ∪ {w}. If R �= {w}, then by (5.8), we have∑
x∈S∪R

f(x) > odd(G − (S ∪ T ))

= odd(G − S) − 1 + odd
(
(C + e) − (R ∪ {w})

)
≥

∑
x∈S

f(x) − 1 + odd((C + e) − R) − 1.

Thus
∑

x∈R f(x) > odd((C+e)−R)−2, which implies
∑

x∈T f(x) ≥ odd((C+
e) − R) by (5.7). If R = {w}, then C + e − {w} = C has odd order, and
thus odd((C + e) − {w}) = 1 = f(w). Hence C + e satisfies (5.5), and has
the desired (1, f)-odd factor by induction. Therefore Claim 2.2 is proved.

Let C1, C2, . . . , Cm be the odd components of G−S, where m = odd(G−
S) =

∑
x∈S f(x). We construct a bipartite graph B with partition {C1, C2, . . .

, Cm} ∪ S as follows: a vertex x of S and Ci are joined by an edge of B if
and only if x and Ci are joined by at least one edge of G (see Figure 5.3).

S

C4C3 C5
C1

C2

C4

C3

C5

C1

C2S

B

X

NB(X)

v

w

C

C+e

vi

e

X

Figure 5.3: A subgraph C + e, the odd components of G−S with edges viwi, and
the bipartite graph B.

Claim 2.3. The bipartite graph B has a factor K such that degK(x) = f(x)
for x ∈ S and degK(Ci) = 1 for all 1 ≤ i ≤ m.

It follows from the connectedness of G that |NB(S)| = |{C1, C2, . . . , Cm}| =∑
x∈S f(x). Assume that |NB(X)| <

∑
x∈X f(x) for some ∅ �= X ⊂ S.

Then every vertex Ci ∈ {C1, C2, . . . , Cm} − NB(X) is an isolated vertices of
B − (S − X), which implies that Ci is an odd component of G − (S − X),
and thus

odd(G − (S − X)) ≥ |{C1, C2, . . . , Cm} − NB(X)|
>

∑
x∈S

f(x) −
∑
x∈X

f(x) =
∑

x∈S−X

f(x).
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This contradicts (5.5). Therefore |NB(X)| ≥ ∑
x∈X f(x) for all X ⊆ S, and

so by the Generalized Marriage Theorem 1.1.10, B has the desired factor K.

Let K be the factor of B given in Claim 2.3. For every edge wiCi of K
with wi ∈ S, choose a vertex vi ∈ V (Ci) that is adjacent to wi in G, and take
a (1, f)-odd factor F (Ci + viwi) of Ci + viwi, whose existence is guaranteed
by Claim 2.2. For every even component Dj of G − S, Dj has a (1, f)-odd
factor F (Dj) by Claim 2.1. By combining the above factors, we obtain the
following desired (1, f)-odd factor F of G:

F =
⋃
j

F (Dj) ∪
⋃
i

F (Ci + viwi).

Note that for any vertex x ∈ S, degF (x) = degK(x) = f(x) since there exist
exactly f(x) odd components Ci of G − S for which wi = x. Consequently
the theorem is proved. �

The next theorem is obtained by setting f(x) = n for all vertices x though
the second proof of the (1, f)-Odd Factor Theorem was first essentially given
in the proof of the following theorem.

Theorem 5.1.7 (Amahashi [9] (1985)) Let G be a general graph and n ≥
1 be an odd integer. Then G has an [1, n]-odd factor if and only if

odd(G − S) ≤ n|S| for all S ⊆ V (G). (5.9)

5.2 (1, f)-Odd Subgraphs and Structure The-

orem

Let f : V (G) → {1, 3, 5, . . .}. Then a subgraph H of G is called a (1, f)-odd
subgraph if

degH(x) ∈ {1, 3, 5, . . . , f(x)} for all x ∈ V (H). (5.10)

Of course, a spanning (1, f)-odd subgraph is a (1, f)-odd factor. For a con-
stant odd integer n ≥ 1, a [1, n]-odd subgraph can be defined analogously.
A (1, f)-odd subgraph H of G is said to be maximum if G has no (1, f)-odd
subgraph H ′ such that |H ′| > |H |.

Let G be a general graph, and H be a (1, f)-odd subgraph of G. Then for
any cycle C of H , which may be a cycle consisting of two edges, H −E(C) is
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also a (1, f)-odd subgraph with vertex set V (H). Hence if we take a minimal
(1, f)-odd subgraph H with respect to its edge set, then H has no cycles, that
is, H is a forest. In particular, a general graph G has a (1, f)-odd subgraph
with vertex set W if and only if its underlying simple graph has one, with
vertex set W . Therefore when we consider a (1, f)-odd subgraph or (1, f)-
odd factor, we may restrict ourselves to simple graphs (see, for example,
Theorem 5.2.2, 5.2.3).

It is clear that the next theorem is a generalization of Theorem 3.3.2,
which gives the formula for the order of a maximum matching.

Theorem 5.2.1 (Kano and Katona [71] (2002)) Let G be a general graph
and f : V (G) → {1, 3, 5, . . .}. Then the order of a maximum (1, f)-odd
subgraph H of G is given by

|H | = |G| − max
S⊆V (G)

{odd(G − S) −
∑
x∈S

f(x)}. (5.11)

Proof. Let H be a maximum (1, f)-odd subgraph of G, and let

d = max
S⊆V (G)

{odd(G − S) −
∑
x∈S

f(x)}.

Then d ≥ 0 as odd(G) ≥ 0, and |G| + d is even, since

|G| ≡ odd(G − S) + |S| ≡ odd(G − S) − |S|
≡ odd(G − S) −

∑
x∈S

f(x) = d (mod 2).

We first show that |H | ≤ |G| − d. Let S ⊂ V (G) such that

odd(G − S) −
∑
x∈S

f(x) = d.

Then for an odd component C of G−S, if V (C) is covered by H , then there
exists at least one edge in H that joins C to S. Thus at most eH(V (G)−S, S)
odd components of G − S are covered by H . Since eH(V (G) − S, S) ≤∑

x∈S f(x), at least odd(G − S) −∑
x∈S f(x) odd components of G − S are

not covered by H . This implies |H | ≤ |G| − d.
We next prove the reverse inequality. Let G∗ = G + Kd be the join of G

and the complete graph Kd, and define f ′ : V (G∗) → {1, 3, 5, . . .} by

f ′(x) = f(x) for all x ∈ V (G), and f ′(x) = 1 for all x ∈ V (Kd).
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G

G*

Kd
X

+

Figure 5.4: G∗ = G + Kd and a subset X, V (Kd) ⊂ X ⊂ V (G∗).

Let ∅ �= X ⊂ V (G∗). If V (Kd) �⊆ X, then odd(G∗ − X) ≤ 1 ≤ ∑
x∈X f ′(x).

If V (Kd) ⊆ X (Figure 5.4), then

odd(G∗ − X) = odd(G − X ∩ V (G)) ≤
∑

x∈X∩V (G)

f(x) + d ≤
∑
x∈X

f ′(x).

Hence by Theorem 5.1.4, G∗ has a (1, f ′)-odd factor F ′. Let H ′ = F ′−V (Kd).
Since degF ′(x) = f ′(x) = 1 for all x ∈ V (Kd), H ′ has at most d even vertices.
Therefore H ′ has at most d even components.

By applying (i) or (ii) of Theorem 5.1.6 to each component of H ′ according
to its parity, we obtain an odd subgraph M of H ′ such that |M | ≥ |H ′|−d =
|G| − d. Since M is a (1, f)-odd subgraph of G, the proof is complete. �

We now discuss barriers for (1, f)-odd factors. For a graph G and a
function f : V (G) → {1, 3, 5, . . .}, a non-empty subset S ⊂ V (G) is called
a barrier for (G, f) if odd(G − S) >

∑
x∈S f(x). A barrier S is said to be

minimal if no proper subset of S is a barrier. Recall that for a graph G,
α(G) and κ(G) denote the independence number and the connectivity of G,
respectively.

Theorem 5.2.2 (Topp and Vestergaard [137]) Let G be a connected simple
graph of even order, and f : V (G) → {1, 3, 5, . . .}. Assume that G has no
(1, f)-odd factor and let S be a minimal barrier for (G, f). Then
(i) odd(G − S) ≥ ∑

x∈S f(x) + 2;
(ii) each vertex v of S is adjacent to at least f(v)+2 distinct odd components
of G − S;
(iii) each vertex v of S is the center of an induced star K(1, f(v)+ 2) in G;
and
(iv) κ(G) ≤ |S| ≤ min{(|G| − 2)/(f0 + 1), (α(G) − 2)/f0, ||G|| − |G| + 2},
where f0 = min{f(x) : x ∈ V (G)}.
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Proof. (i) Let S be a minimal barrier for (G, f). Then odd(G − S) >∑
x∈S f(x), which implies (i) by (5.7).

(ii) If v ∈ S is adjacent to m distinct odd components of G − S, then since
S is a minimal barrier and by (i), it follows that

∑
x∈S−v

f(x) ≥ odd(G − (S − v))

≥ odd(G − S) − m ≥
∑
x∈S

f(x) + 2 − m.

Hence we have m ≥ f(v) + 2.

(iii) Since each v ∈ S is adjacent to at least f(v) + 2 odd components of
G − S, we can find an induced star K(1, f(v) + 2) with center v.

(iv) Since S is a cut of G, |S| ≥ κ(G). By (i), we have

|G| ≥ |S| + odd(G − S) ≥ |S| +
∑
x∈S

f(x) + 2 ≥ |S| + f0|S| + 2.

Hence |S| ≤ (|G| − 2)/(f0 + 1).

By taking one vertex from each odd component of G − S, we get an
independent set I of cardinality odd(G − S). Therefore

α(G) ≥ |I| = odd(G − S) ≥
∑
x∈S

f(x) + 2 ≥ f0|S| + 2,

and thus |S| ≤ (α(G) − 2)/f0. We omit the proof of the last inequality. �

Let n ≥ 1 be an odd integer. By the above Theorem 5.2.2, it follows that
if a connected graph G of even order has no induced star K(1, n+2), then G
has a [1, n]-odd factor. This is a generalization of Theorem 1.5.9, which says
that every connected K(1, 3)-free graph of even order has a 1-factor. Sumner
extended this result to graphs with high connectivity, that is, he showed that
if an n-connected graph of even order has no induced subgraph isomorphic to
K(1, n+1), then G has a 1-factor. The following theorem is a generalization
of this result.

Theorem 5.2.3 (Topp and Vestergaard [137]) Let G be an n-connected
simple graph of even order and let f : V (G) → {1, 3, 5, . . .}. If no vertex v of
G is the center of an induced star K(1, nf(v) + 1), then G has a (1, f)-odd
factor.
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Proof. Suppose that no vertex v of G is the center of an induced star
K(1, nf(v) + 1) and that G has no (1, f)-odd factor. Let S be a minimal
barrier for (G, f). Let D1, D2, . . . , Dt be the odd components of G−S. Since
G is n-connected, for every i ∈ {1, . . . , t}, the set NG(Di) ∩ S contains at
least n distinct vertices, and so we can take a set Ei of n edges joining Di

to n distinct vertices of S. Then the set E = ∪t
i=1Ei has exactly nt edges.

Since t = odd(G− S) ≥ ∑
x∈S f(x) + 2 by Theorem 5.1.5 and (5.7), we have

|E| = nt ≥ n(
∑
x∈S

f(x) + 2) >
∑
x∈S

nf(x).

This implies that some vertex v ∈ S is incident with at least nf(v)+ 1 edges
of E. Certainly, if a vertex v ∈ S is incident with at least nf(v) + 1 edges
of E, then v the center of an induced star K(1, nf(v) + 1) in G. This is a
contradiction, and the proof is complete. �

It is shown in Theorem 1.5.7 that if a connected simple graph G of even
order satisfies

NG(S) = V (G) or |NG(S)| >
4

3
|S| − 1 for all S ⊂ V (G),

then G has a 1-factor. This result is extended to [1, n]-odd factor in the next
theorem. However, it is not known whether there exists a similar result for
(1, f)-odd factor.

Theorem 5.2.4 (Cui and Kano [35]) Let G be a simple graph of even
order and n an odd positive integer. If G satisfies

NG(S) = V (G) or |NG(S)| > (1 +
1

3n
)|S| − 1

n
(5.12)

for all S ⊆ V (G), then G has a [1, n]-odd factor.

Proof. Suppose that G satisfies (5.12) but has no [1, n]-odd factor. Then
by Theorem 5.1.7, there exists ∅ �= S ⊂ V (G) such that odd(G − S) > n|S|.
Since odd(G − S) ≡ |S| (mod 2), we have odd(G − S) ≥ n|S| + 2. Let m
denote the number of isolated vertices of G − S, and let

t = 1 +
1

3n
and r =

1

n
.

We consider two cases.

Case 1. m ≥ 1, i.e., G − S has at least one isolated vertex.
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m

S
NG(V(G) - S)

Figure 5.5: A graph G with S and NG(V (G) − S).

Since NG(V (G) − S) �= V (G) (Figure 5.5), by (5.12) we have

|NG(V (G) − S)| > t|V (G) − S| − r = t|G| − t|S| − r.

It is clear that |G| − m ≥ |NG(V (G) − S)|. From these two inequalities, we
obtain

t|S| + r − m

t − 1
> |G|. (5.13)

On the other hand, G − S has at least n|S| + 2 − m odd components with
order at least three, and thus m + 3(n|S| + 2 − m) ≤ |G| − |S|. Hence

(3n + 1)|S| + 6 − 2m ≤ |G|. (5.14)

Combining (5.13) and (5.14), we obtain

(3n + 1)|S| + 6 − 2m <
t|S| + r − m

t − 1
. (5.15)

Substituting the values of t and r into (5.15), we obtain

(3n + 1)|S| + 6 − 2m <
(1 + 1

3n
)|S| + 1

n
− m

1
3n

(3n + 1)|S| + 6 − 2m < (3n + 1)|S| + 3 − 3nm

3 + (3n − 2)m < 0.

This is a contradiction.

Case 2. m = 0, i.e., G − S has no isolated vertex.

In this case, every odd component has at least three vertices. Take an odd
component C of G − S, and let X = V (G) − V (C). Then since NG(X) �=
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V (G), it follows from (5.12) that |NG(X)| > t|X| − r. It is obvious that
|NG(X)| ≤ |X | + |S|. Thus |X | + |S| > t|X| − r and hence

|X | <
|S| + r

t − 1
(5.16)

On the other hand, |X | ≥ 3(n|S| + 1) as well. Thus combining this and
(5.16), we obtain

3(n|S| + 1) <
|S| + r

t − 1
.

Substituting the values of t and r in the above inequality, we have

3(n|S| + 1) <
|S| + 1

n
1
3n

3(n|S| + 1) < 3n|S| + 3

0 < 0.

This is a contradiction. Consequently the theorem is proved. �

Petersen proved that every 2-edge connected cubic graph has a 1-factor
(see Theorem 1.5.2) and there are cubic graphs having no 1-factors, where
a cubic graph means a 3-regular graph. If we consider a special (1, f)-odd
factor instead of a 1-factor, we can prove the existence of such a factor in
every cubic graph as shown in the following theorem.

Theorem 5.2.5 ([75]) Let G be a connected 3-regular multigraph, and de-
fine a function f as

f(x) =

{
3 if x is a cutvertex,
1 otherwise.

(5.17)

Then G has a (1, f)-odd factor (Figure 5.6).

Proof. Let S ⊂ V (G) with |S| ≥ 2, and let D1, D2, . . . , Dm be the odd
components of G − S, where m = odd(G − S) (Figure 5.6). Note that if
S consists of one vertex, then the required inequality (5.5) easily holds. So
we may assume that S contains at least two vertices. For every D = Di, it
follows that

1 ≡ 3|D| =
∑

x∈V (D)

degG(x) = 2||D|| + eG(D, S) ≡ eG(D, S) (mod 2).

Hence eG(D, S) = 1 or eG(D, S) ≥ 3, moreover, if eG(D, S) = 1 then D must
be adjacent to a cutvertex of S. Let

Ω = {Di | eG(Di, S) = 1, 1 ≤ i ≤ m}, and t = |Ω|,
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Figure 5.6: (a) A 3-regular multigraph and its (1, f)-odd factor; numbers denote
f(x). (b) G − S and the odd components of G − S.

and let Cutv(S) denote the set of cutvertices of S in G. Since G is connected,
for a cutvertex v of S, at most two components in Ω are adjacent to v
(Figure 5.6), and thus t ≤ 2|Cutv(S)|. It follows from the above property of
eG(D, S) that

t + 3(m − t) ≤ eG(D1 ∪ D2 ∪ · · ·Dm, S)

≤
∑
x∈S

degG(x) = 3|S| =
∑

x∈S−Cutv(S)

3f(x) +
∑

x∈Cutv(S)

f(x).

Since t ≤ 2|Cutv(S)| = (2/3)
∑

x∈Cutv(S) f(x), it follows from the above
inequality that

m ≤
∑

x∈S−Cutv(S)

f(x) +
1

3

∑
x∈Cutv(S)

f(x) +
2

3
t

≤
∑

x∈S−Cutv(S)

f(x) +
(1

3
+

4

9

) ∑
x∈Cutv(S)

f(x)

≤
∑
x∈S

f(x).

Consequently, by Theorem 5.1.4, G has the desired (1, f)-odd factor. �

Here we give some remarks on the following problem, which one could
easily surmise from Theorems 5.1.4 and 5.1.5. Note that if G satisfies

odd(G − S) ≤
∑
x∈S

f(x) for all S ⊂ V (G),

then by taking a minimal (1, f)-odd factor, which is a forest, and by adding
some edges to it, we can obtain a spanning tree T . This spanning tree T
satisfies odd(T − v) ≤ f(v) for all v ∈ V (T ).
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Problem 5.2.6 Let G be a simple connected graph and h : V (G) →
{2, 4, 6, . . .}.
(1) If G satisfies

odd(G − S) ≤ 2|S| for all ∅ �= S ⊂ V (G),

what factor or property does G have?
(2) If G satisfies

odd(G − S) ≤
∑
x∈S

h(x) for all ∅ �= S ⊂ V (G),

what factor or property does G have?
(3) If G satisfies

odd(G − S) ≤
∑
x∈S

h(x) for all ∅ �= S ⊂ V (G),

then does G has a spanning tree T such that

odd(T − v) ≤ h(v) for all v ∈ V (T )?

For the above problem (3), the following are some negative known results.

Remark 5.2.7 Let m ≥ 2 be an even integer and G = K(2, 2m). Then G
has even order and satisfies odd(G−S) ≤ m|S| for all S ⊂ V (G). However,
G has no spanning tree T such that odd(T − v) ≤ m for all v ∈ (G).

Remark 5.2.8 Let n be a positive odd integer and G be the cycle Cn of order
n. Then G has odd order and satisfies odd(G − S) ≤ |S| for all non-empty
subset S of V (G), but G has no spanning tree T such that odd(T − v) ≤ 1
for all v ∈ V (G).

Remark 5.2.9 (Saito [130]) Let m ≥ 2 be an even integer and G = K(3, 3m).
Then G has odd order and satisfies odd(G−S) ≤ m|S| for all non-empty sub-
set S of V (G). However, G has no spanning tree T such that odd(T − S) ≤
m|S| for all non-empty subsets S of V (G), although G contains a spanning
tree R which satisfies odd(R − v) ≤ m for all v ∈ V (G).

We show some other properties of maximum (1, f)-odd subgraphs, which
are extensions of properties of maximum matchings. In particular, we obtain
a structure theorem on (1, f)-odd subgraphs. In order to give short proofs
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for these results, we introduce a new method based on Kano, Katona and
Szabo [73]. As we stated in the previous section, when we consider (1, f)-odd
subgraphs we may restrict ourselves to simple graphs. So in order to make
the argument short and simple, hereafter we consider only simple graphs
though these results can be extended to general graphs.

For a simple graph G and a function f : V (G) → {1, 3, 5, . . .}, define the
new graph Gf as follows: Replace every vertex v ∈ V (G) by the complete
graph K(f(v)) on f(v) vertices, and for every edge xy of G, join every vertex
of K(f(x)) to every vertex of K(f(y)). In particular, there are f(x)f(y)
edges between K(f(x)) and K(f(y)) in Gf (Figure 5.2). Then

|Gf | =
∑

x∈V (G)

f(x) and ||Gf || =
∑

xy∈E(G)

f(x)f(y).

1

3

5

1

1

3

G

F M

G 
f

G 
f

G

1

3

5

1

1

3

Figure 5.7: A graph G and Gf ; where the numbers denote f(v); a (1, f)-odd
factor F of G and a perfect matching M of Gf , where F = M ∩ E(G).

There is a strong relationship between a maximum matching of Gf and
a maximum (1, f)-odd subgraph of G. Before discussing this, we make a
remark on matchings of Gf . If a matching M1 of Gf contains two edges
joining K(f(u)) to K(f(w)), then remove these two edges and add two edges,
one of K(f(u)) and the other of K(f(w)), to M1 so that the two added
edges cover the four endvertices of the two removed edges. By repeating this
procedure, we can obtain a matching M2 such that V (M2) = V (M1) and M2

contains at most one edge between K(f(x)) and K(f(y)) for all edges xy of
G. Therefore we may assume that
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(a) a matching of Gf contains at most one edge joining K(f(x))
and K(f(y)) for all edges xy of G.

For a matching M of Gf having property (a), let M ∩ E(G) denote the
subgraph of G induced by

{xy ∈ E(G) | M contains an edge joining K(f(x)) to K(f(y))}. (5.18)

The next proposition relates (1, f)-odd factors of G and perfect matchings
of Gf , and provides another proof for the criterion for the existence of a
(1, f)-odd factor.

Proposition 5.2.10 Let G be a simple graph, f : V (G) → {1, 3, 5, . . .}, and
Gf the graph defined above. Then G has a (1, f)-odd factor if and only if Gf

has a perfect matching (Figure 5.2). Moreover, G has a (1, f)-odd factor if
and only if

odd(G − S) ≤
∑
x∈S

f(x) for all S ⊂ V (G). (5.19)

Proof. Suppose that Gf has a perfect matching M with the property (a).
Then for every vertex v of G, degM∩E(G)(v) is odd, since an even number of
vertices of K(f(v)) are saturated by the edges of M contained in K(f(v)).
It is clear that degM∩E(G)(v) ≤ f(x), and thus M ∩ E(G) is the desired
(1, f)-odd factor of G.

Conversely, assume that G has a (1, f)-odd factor F . For each edge xy of
F , choose one edge joining K(f(x)) to K(f(y)) so that all the chosen edges
form a matching MF of of Gf . For every vertex v of G, an even number
f(v) − degF (v) of vertices of K(f(v)) are not covered by MF , and hence we
can obtain a perfect matching of Gf from MF by adding edges joining two
vertices of K(f(z)) for every vertex z of G. Therefore the first half of the
proposition is proved.

We now prove only that if (5.19) holds then G has a (1, f)-odd factor,
since necessity is easy (Theorem 5.1.5). Let X be a subset of V (Gf), and let

S = {v ∈ V (G) | V (K(f(v)) ⊆ X} and T = X −
⋃
x∈S

V (K(f(x)).

Then

odd(Gf − X) ≤ odd(G − S) + |T |
≤

∑
x∈S

f(x) + |T | = |X |.
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G

Gx

x
w

f(w)=1

Figure 5.8: A graph G and Gx for a vertex x.

Therefore Gf has a perfect matching by the 1-Factor Theorem 1.4.2, which
implies that G has the desired (1, f)-odd factor. �

For a vertex x of G, we denote by Gx the graph obtained from G by
adding a new vertex w = w(x) together with a new edge wx, and define
f(w) = 1 (Figure 5.2). Let

τf (G) = the order of a maximum (1, f)-odd subgraph of G.

Note that τ(G) = τ1(G) denotes the order of a maximum matching of G,
where 1 : V (G) → {1}. Let

Df(G) = {x ∈ V (G) | τf (Gx) = τf (G) + 2}.
Recall that D(G) consists of the vertices v of G such that v is not saturated
by some maximum matching of G. It is immediate that D(G) = D1(G),
where 1 : V (G) → {1}. Then the following lemma holds.

Lemma 5.2.11 Let G be a simple graph, f : V (G) → {1, 3, 5, . . .}, and Gf

the graph defined above. Then V (K(f(v)))∩D(Gf) �= ∅ implies V (K(f(v))) ⊆
D(Gf). Moreover, it follows that

|G| − τf (G) = |Gf | − τ(Gf ) (5.20)

and
V (K(f(v))) ⊆ D(Gf) if and only if v ∈ Df(G).

Proof. By Proposition 5.2.10, we may assume that G has no (1, f)-odd
factor and Gf has no 1-factor. We also assume that maximum matchings of
Gf considered here possess property (a). It is easy to see that if there exists
a maximum matching in Gf that does not saturate a vertex in K(f(v)), then
for any vertex x of K(f(v)), Gf has a maximum matching that does not
saturate x, and so V (K(f(v))) ⊆ D(Gf). For convenience, we say that a
matching M of Gf saturates K(f(v)) if M saturates all the vertices of
K(f(v)), otherwise, M does not saturate K(f(v)).
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Assume that a maximum matching M of Gf does not saturate exactly
m ≥ 1 vertices of Gf .

Then for any vertex v of G, degM∩E(G)(v) is even if and only if M does
not saturate K(f(v)). Thus there are exactly m vertices in G whose degrees
in M ∩E(G) are even. Since M ∩E(G) contains at most m odd components,
by Theorem 5.1.6 M ∩E(G) contains a (1, f)-odd subgraph H with order at
least |G| − m.

Conversely, let H∗ be a maximum (1, f)-odd subgraph of G. Then Gf has
a maximal matching M∗ such that M∗ ∩ E(G) = E(H∗), i.e., M∗ saturates
K(f(v)) if and only if H∗ contains v. Hence M∗ satisfies |Gf | − |M∗| =
|G| − |H∗|. Therefore

|G| − |H∗| = |Gf | − |M∗| ≥ |Gf | − |M | = m ≥ |G| − |H | ≥ |G| − |H∗|.
Hence equality holds in the above inequality, and thus H is a maximum
(1, f)-odd subgraph and M∗ is a maximum matching of Gf . In particular,
|G| − τf (G) = |Gf | − τ(Gf ), which implies (5.20).

Assume that a vertex v of G is contained in Df(G). Let Hv be a maximum
(1, f)-odd subgraph of Gv = G + vw, whose order is τf (Gv). Since τf (Gv) =
τf (G) + 2, Hv must contain w, and so Hv −w has even degree only at v and
does not contain exactly |Gv| − τf (Gv) vertices of G. Thus there exists a
maximal matching M in Gf such that M ∩ E(G) = E(Hv − w). Then M
does not saturate the following number of vertices of Gf :

|Gf | − |M | = |Gv| − τf (Gv) + 1 = |G| − τf (G).

Hence by (5.20), M is a maximum matching of Gf and does not saturate
K(f(v)). Hence V (K(f(v)) ⊆ D(Gf).

Conversely, assume that V (K(f(v)) ⊆ D(Gf) for some vertex v of G.
Then Gf has a maximum matching M that does not saturate K(f(v)). Then
M ∩ E(G) has even degree at v, and a vertex u of G has odd degree in
M ∩ E(G) if and only if V (K(f(u)) ⊆ V (M). Thus M ∩ E(G) has even
degree at exactly |Gf | − τ(Gf ) vertices of G including v. Hence a subgraph
(M ∩ E(G)) + vw of Gv = G + vw has precisely |Gf | − τ(Gf ) − 1 vertices
of even degree, which implies that (M ∩ E(G)) + vw contains a (1, f)-odd
subgraph H with order at least |Gv| − (|Gf | − τ(Gf) − 1). Hence by (5.20),
we have

|Gv| − |H | ≤ |Gf | − |τ(Gf)| − 1 = |G| − τf (G) − 1.

Since |Gv| = |G| + 1, we have τf(G) + 2 ≤ |H | ≤ τf(Gv), and thus τf (Gv) =
τf (G) + 2 as τf (Gv) ≤ τf (G) + 2. Therefore v ∈ Df(G). Consequently the
lemma is proved. �

The proof of Lemma 5.2.11 includes the proof of the following lemma.
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Lemma 5.2.12 Let G be a simple graph, f : V (G) → {1, 3, 5, . . .}, and
Gf the graph defined above. If M is a maximum matching of Gf , then
M ∩ E(G) is a maximum (1, f)-odd subgraph of G. Conversely, if H is
a maximum (1, f)-odd subgraph of G, then a maximal matching M∗ such
that M∗ ∩ E(G) = E(H) is a maximum matching of Gf .

A graph G is said to be factor-critical if G − v has a 1-factor for every
vertex v of G and, more generally, when f : V (G) → {1, 3, 5, . . .} is given, G
is said to be critical with respect to (1, f)-odd factors if Gv = G + vw
has a (1, f)-odd factor for all vertices v of G.

Lemma 5.2.13 Let G be a simple graph, f : V (G) → {1, 3, 5, . . .}, and Gf

the graph defined above. Then G is critical with respect to (1, f)-odd factors
if and only if Gf is factor-critical.

Proof. Assume that G is critical with respect to (1, f)-odd factors. Then
for an arbitrary vertex v of G, Gv = G+vw has a (1, f)-odd factor Fv. Then
Fv−w is a spanning subgraph of G in which only one vertex v has even order.
Thus there exists a maximal matching M in G with M ∩E(G) = E(Fv −w).
Then M does not saturate exactly one vertex of Gf , which is contained in
K(f(v)). So for any vertex x of K(f(v)), Gf − x has a 1-factor. Hence Gf

is factor-critical since v is arbitrarily chosen.
Next suppose Gf is factor-critical. Let v be arbitrary vertex of G, and

let x be a vertex of K(f(v)). Then Gf − x has a 1-factor M . M ∩ E(G)
is a spanning subgraph of G in which exactly one vertex v has even degree,
which is less than f(v). Hence (M ∩E(G)) + vw is a (1, f)-odd factor of Gv.
Hence G is critical with respect to (1, f)-odd factors. Therefore the lemma
is proved. �

We are now ready to give a structure theorem on (1, f)-odd subgraphs.
Let G be a simple graph and f : V (G) → {1, 3, 5, . . .}. Define

Df (G) = {x ∈ V (G) | τ(Gx) = τ(G) + 2},
Af (G) = NG(D(G)) \ D(G), and

Cf(G) = V (G) − D(G) − A(G),

i.e., Af(G) be the set of vertices of V (G)−D(G) that are adjacent to at least
one vertex in Df(G), and V (G) is decomposed into three disjoint subsets

V (G) = Df (G) ∪ Af (G) ∪ Cf (G).

Note that if f(x) = 1 for all vertices x of G, then the above decomposition is
equivalent to the Gallai-Edmonds decomposition D(G)∪A(G)∪C(G). Then
the Gallai-Edmonds Structure Theorem 1.6.2 on matchings can be extended
to (1, f)-odd subgraphs as as follows:



5.2. (1, F )-ODD SUBGRAPHS AND STRUCTURE THEOREM 235

Theorem 5.2.14 (Structure Theorem on (1, f)-odd subgraphs, [72], [135])
Let G be a simple graph, f : V (G) → {1, 3, 5, . . .}, and V (G) = Df(G) ∪
Af (G)∪Cf (G) be the decomposition defined above. Then the following state-
ments hold (Figure 5.2):

(i) Every component of 〈Df (G)〉G is critical with respect to (1, f)-odd factors.

(ii) 〈Cf(G)〉G has a (1, f)-odd factor.

(iii) Every maximum (1, f)-odd subgraph H of G covers Cf(G) ∪ Af(G),
and for every vertex u ∈ Af(G), degH(u) = f(u) and every edge of H
incident with u joins u to a vertex in Df(G).

(iv) The order |H | of a maximum (1, f)-odd subgraph H is given by

|H | = |G| − ω(〈Df(G)〉G) +
∑

x∈Af (G)

f(x), (5.21)

where ω(〈D(G)〉G) denotes the number of components of 〈D(G)〉G ([71]).

Df(G)

Af(G)

Cf(G)

a

b

c

d

f(x)=1 for  x2{a,b,c,d},  and  f(x)=3  otherwise.

Figure 5.9: A graph G and its decomposition Df (G) ∪ Sf (G) ∪ Cf (G).

Proof. By using the previous lemmas, we shall derive this theorem from
the Gallai-Edmonds Structure Theorem 1.6.2, referred to as the Structure
Theorem in this proof.
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By Lemma 5.2.11 and the construction of Gf , it follows that

V (K(f(v))) ⊆ A(Gf ) if and only if v ∈ Af (G); and

V (K(f(v))) ⊆ C(Gf ) if and only if v ∈ Cf(G).

Since each component of C(Gf ) has a 1-factor by the Structure Theorem,
each component of Cf(G) has a (1, f)-odd factor by Proposition 5.2.10. Thus
(ii) holds. Similarly, by the Structure Theorem and by Lemma 5.2.13, the
statement (i) holds.

Let H be a maximum (1, f)-odd subgraph of G. Then Gf has a maximum
matching M such that M∩E(G) = E(H) by Lemma 5.2.12. By the Structure
Theorem, every edge of M incident with a vertex u of A(Gf) joins u to D(Gf).
Hence every edge of H incident with a vertex of Af(G) joins Af(G) to Df (G).
Hence the statement (iii) follows.

By the Structure Theorem, it follows that

|M | = |Gf | − ω(〈D(Gf)〉) + |A(Gf)|.
Since |G| − |H | = |Gf | − |M | by (5.20) and since

ω(〈D(Gf)〉) = ω(〈Df(G)〉), |A(Gf)| =
∑

x∈Af (G)

f(x),

we have
|H | = |G| − ω(〈Df(G)〉) +

∑
x∈Af (G)

f(x).

Therefore (iv) is proved. Consequently, the proof is complete. �

It is known that a matching M of a graph is maximum if and only if there
exists no augmenting path connecting two M-unsaturated vertices (Theo-
rem 1.3.2). We now generalize this result to a maximum (1, f)-odd subgraph.

Let H be a (1, f)-odd subgraph of a simple graph G. Call the edges of
H blue edges and the edges of E(G) − E(H) red edges. For a subgraph
S of G and a vertex x of S, We denote by degblue

S (x) the number of blue
edges of S incident with x, and by degred

S (x) the number of red edges of S
incident with x. In particular, degblue

G (y) = degH(y) for every y ∈ V (H). An
H-augmenting walk connecting two distinct vertices u and v is a walk W
that satisfies

(i) degblue
W (u) = degblue

W (v) = 0,
(ii) degred

W (u) = degred
W (v) = 1, and

(iii) degred
W (x)−degblue

W (x) ≤ f(x)−degH(x) for all x ∈ V (W )−{u, v}.
It is easy to see that if f : V (G) → {1} and H is a matching, then an

H-augmenting walk is nothing but an augmenting path.
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Theorem 5.2.15 Let G be a simple graph, f : V (G) → {1, 3, 5, . . .}, and
H a (1, f)-odd subgraph of G. Then H is a maximum (1, f)-odd subgraph of
G if and only if G has no H-augmenting walk.

Proof. Suppose that H is a (1, f)-odd subgraph of G and there is an H-
augmenting walk W connecting two distinct vertices u and v, where u, v /∈
V (H). Then W�H , which is the subgraph of G induced by (E(H)∪E(W ))−
(E(H)∩E(W )), is a (1, f)-odd subgraph since for every vertex x ∈ V (W )−
{u, v},

degWH(x) = degH(x) − degblue
W (x) + degred

W (x)

= degH(x) + degW (x) − 2 degblue
W (x)

≡ degH(x) (mod 2) (as degW (x) is even)

and degWH(x) ≤ f(x) by (iii). Furthermore, W�H covers all the vertices
of H and {u, v}, therefore H is not a maximum (1, f)-odd subgraph.

Assume that a (1, f)-odd subgraph H of G is not maximum. Call the
edges of H red edges and the edges not in H blue edges. Then there exists a
maximal matching M in Gf with the property that (a) M ∩ E(G) = E(H).
By Lemma 5.2.12, M is not a maximum matching of Gf . Hence there exists
an augmenting path P connecting two distinct M-unsaturated vertices x1 of
(K(f(u)) and y1 of K(f(v)). By taking a shortest augmenting path, we may
assume that P passes through (K(f(u)) and K(f(v)) exactly once.

x1
K(f(u)) K(f(x))

uG
x

G

G f G f

H={       }

   ={blue edge}

red edge

Figure 5.10: An augmenting path P of Gf and a walk W = E(P ) ∩ E(G) of G,
which is an H-augmenting walk.

We now show that W = E(P ) ∩ E(G) is a H-augmenting walk of G
(Figure 5.2). Since all the vertices of V (K(u)) − x1 are covered by M ∩
E(K(f(u))), we have

degblue
W (u) = degblue

W (v) = 0 and degred
W (u) = degred

W (v) = 1.
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For any vertex x ∈ V (G) − {u, v}, it follows that

degred
W (x) − degblue

W (x)

≤ the number of blue edges in K(f(x))

≤ f(x) − degH(x)

Hence W is the desired H-augmenting walk. �

Exercises

Exercise 5.2.1 Let T be a tree of even order and f : V (T ) → {1, 3, 5, ...}.
Without using the (1, f)-Odd Factor Theorem, show that if odd(T−v) ≤ f(v)
for all v ∈ V (T ) then T satisfies

odd(T − S) ≤
∑
x∈S

f(x) for all S ⊂ V (T ).

Exercise 5.2.2 Let G be a general graph and f : V (G) → {1, 3, 5, . . .}.
Then a (1, f)-odd subgraph is called a maximal (1, f)-odd subgraph if G
has no (1, f)-odd subgraph H ′ such that V (H) ⊂ V (H ′). Show that every
maximal (1, f)-odd subgraph is a maximum (1, f)-odd subgraph.

Exercise 5.2.3 Let G be a simple graph, five(G) → {1, 3, 5, . . .}, and B and
R vertex subsets of G with |B| < |R|. Prove the following two statements by
using the Structure Theorem on (1, f)-odd subgraphs.

(1) If there exists a (1, f)-odd subgraph which covers B and one which
covers R, then there exists a (1, f)-odd subgraph that covers B and at least
one vertex of R \ B ([71])

(2) If there exists a maximum (1, f)-odd subgraph which avoids B and
one which avoids R, then there exists a maximum (1, f)-odd subgraph which
avoids B and at least one vertex of R \ B. Note that a (1, f)-odd subgraph
H avoids a vertex subset X if H covers no vertex of X.

5.3 Partial parity (g, f)-factors and coverings

For a given vertex subset W of a graph G, consider two functions g, f :
V (G) → Z such that

g(x) ≤ f(x) for all x ∈ V (G), and

g(y) ≡ f(y) (mod 2) for all y ∈ W.
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Then a spanning subgraph F of G is called a partial parity (g, f)-factor
with respect to W if

g(x) ≤ degF (x) ≤ f(x) for all x ∈ V (G), and

degF (y) ≡ f(y) (mod 2) for all y ∈ W.

Note that if W = ∅, then a partial parity (g, f)-factor is a (g, f)-factor and,
if W = V (G), then a partial parity (g, f)-factor is a parity (g, f)-factor. We
begin with a necessary and sufficient condition for a graph to have a partial
parity (g, f)-factor.

Theorem 5.3.1 (The Partial Parity (g, f)-Factor Theorem, [76]) Let
G be a general graph, and W be a vertex subset of G. Let g, f : V (G) → Z

be two functions such that

g(x) ≤ f(x) for all x ∈ V (G), and g(y) ≡ f(y) (mod 2) for all y ∈ W.

Then G has a partial parity (g, f)-factor with respect to W if and only if for
all disjoint subsets S and T of V (G), it follows that

η2(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q2(W ; S, T ) ≥ 0,

(5.22)
where q2(W ; S, T ) denotes the number of components C of G− (S ∪ T ) such
that

g(x) = f(x) for all x ∈ V (C) \ W, and∑
x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2). (5.23)

Proof. We first construct a new graph G∗ from G by adding (f(y)−g(y))/2
new loops to every vertex y ∈ W (see Figure 5.3). Then define

g∗(v) =

{
f(v) if v ∈ W ,
g(v) otherwise.

It is easy to see that G∗ has a (g∗, f)-factor if and only if G has the
desired partial parity (g, f)-factor with respect to W . By the (g, f)-Factor
Theorem 3.1.1, G∗ has a (g∗, f)-factor if and only if for all disjoint subsets S
and T of V (G∗) = V (G), it follows that∑

x∈S

f(x) +
∑
x∈T

(degG∗(x) − g∗(x)) − eG∗(S, T ) − qG∗(S, T ) ≥ 0. (5.24)
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W
GG*

(f(y)-g(y))/2  loopsy

Figure 5.11: The new graph G∗ constructed from G.

The following holds:

degG∗(x) − g∗(x) = degG(x) − g(x) for all x ∈ V (G) .

Moreover, a component C of G∗ − (S ∪ T ) is a (g∗, f)-odd component if and
only if

g∗(x) = f(x) for all x ∈ V (C), and∑
x∈V (C)

f(x) + eG∗(C, T ) ≡ 1 (mod 2).

The above conditions are equivalent to

g(x) = f(x) for all x ∈ V (C) \ W, and∑
x∈V (C)

f(x) + eG(C, T ) ≡ 1 (mod 2).

Hence qG∗(S, T ) = q2(W ; S, T ). Since eG∗(S, T ) = eG(S, T ), (5.24) is equiva-
lent to (5.22). Consequently, the theorem is proved. �

Before giving an application of the Partial Parity (g, f)-Factor Theorem,
we begin with some remark on matchings. We consider a property of match-
ings that cannot be directly extended to (1, f)-odd subgraphs. It is shown in
Theorem 1.4.7 that for a graph G and its vertex subset W , G has a matching
that covers W if and only if

odd(G − S |W ) ≤ |S| for all S ⊂ V (G),

where odd(G − S |W ) denotes the number of odd components of G − S all
of whose vertices are contained in W . However this result cannot be directly
extended to (1, f)-odd factors. Consider the tree T given in Figure 5.12.
Let W = {•}, and define the functions f as in Figure 5.12, where numbers
denote f(v). Then T satisfies

odd(T − S |W ) ≤
∑
x∈S

f(x) for all S ⊂ V (T ).
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However, T has no (1, f)-odd subgraph that covers W . Therefore Theo-
rem 3.3.5 cannot be directly extended to (1, f)-odd subgraphs. But we may
expect that this condition implies the existence of another subgraph with
some other property. The next theorem provides an answer, and it can be
proved by using the Partial Parity (g, f)-Factor Theorem. Moreover, if f is
defined as f(x) = 1 for all vertices x, then the following theorem implies the
previous result on matchings.

3

1

1 1

3

1 1

3
1

1

T

W={   }

Figure 5.12: A tree that has no (1, f)-odd subgraph containing W .

Theorem 5.3.2 ([76]) Let G be a general graph, W a nonempty subset
V (G), and f : V (G) → {0, 1, 2, 3, · · ·} such that f(y) is an odd integer for
all y ∈ W . Then G has a subgraph H covering W such that

1 ≤ degH(x) ≤ f(x) for all x ∈ V (H), and (5.25)

degH(y) ≡ 1 (mod 2) for all y ∈ W (5.26)

if and only if

odd(G − S |W ) ≤
∑
x∈S

f(x) for all S ⊂ V (G) , (5.27)

where odd(G − S |W ) denotes the number of odd components C of G − S
with V (C) ⊆ W .

Proof. Assume that G has a subgraph H that satisfies (5.25) and (5.26).
Then for any odd component C of G− S with V (C) ⊆ W , at least one edge
of H joins C to S by (5.26). Hence

odd(G − S |W ) ≤
∑
x∈S

degH(x) ≤
∑
x∈S

f(x).

We next prove sufficiency. Let N be a sufficiently large odd integer.
Define a function g : V (G) → Z by

g(x) = −N for all x ∈ V (G).
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Then a partial parity (g, f)-factor with respect to W is the desired sub-
graph. So it suffices to show that G, g and f satisfy condition (5.22) in
Theorem 5.3.2.

Let S and T be two disjoint subsets of V (G). If T �= ∅, then (5.22) holds
as

degG(x) − g(x) = degG(x) + N for every x ∈ T .

Thus we may assume that T = ∅. It is immediate that a component C of
G − S satisfying (5.23) is covered by W and has odd order. Therefore, it
follows from (5.27) that

η2(S, ∅) =
∑
x∈S

f(x) − q2(W ; S, ∅) =
∑
x∈S

f(x) − odd(G − S |W ) ≥ 0.

Consequently, G has a partial parity (g, f)-factor with respect to W , and the
theorem is proved. �

We now give some results on covering a vertex subset with paths and
cycles, which are applications of the Parity (g, f)-Factor Theorem with either
odd and even numbers.

Theorem 5.3.3 (Kano and Matsuda [76]) Let G be a simple graph and W
be a set consisting of an even number of vertices of G. Then G has a set of
vertex disjoint paths such that the set of their endvertices is precisely equal
to W (Figure 5.13) if and only if

odd(W ; G− S) ≤ |S ∩ W | + 2|S \ W | for all S ⊆ V (G), (5.28)

where odd(W ; G − S) denotes the number of components D of G − S such
that |V (D) ∩ W | is odd (Figure 5.13).

W

D
W

S

Figure 5.13: A set of vertex disjoint paths whose endvertices are exactly W ; D
is a component of G − S.

Proof. Let H be a subgraph of G that satisfies

degH(x) = 1 for all x ∈ W, and

degH(y) = 2 for all y ∈ V (H) \ W. (5.29)
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Then each component of H is a path or a cycle, and the set of paths in H is
the desired set of disjoint paths of G. Hence G has the desired set of disjoint
paths if and only if G has a subgraph H satisfying (5.29). We show that the
existence of such a subgraph H is equivalent to (5.28).

Suppose that G has a subgraph H satisfying (5.29). For each component
D of G − S such that |V (D) ∩ W | is odd, at least one edge of H joins D to
S. Thus we obtain

odd(W ; G − S) ≤
∑
x∈S

degH(x) = |S ∩ W | + 2|S \ W |.

Hence (5.28) follows.
Conversely assume that (5.28) holds. Let N be a sufficiently large integer,

and define two functions g, f : V (G) → Z by

g(x) =

{−2N − 1 if x ∈ W ,
−2N otherwise;

and f(x) =
{

1 if x ∈ W ,
2 otherwise.

Then the desired subgraph H is a parity (g, f)-factor F of G, which may
have degree 0 for some vertices of V (G) \ W but must have degree 1 for
every vertex of W . More precisely, the subgraph of G induced by E(F ) is
the desired subgraph H . Hence it suffices to show that G, g and f satisfy
(5.2) in the Parity (g, f)-Factor Theorem.

By odd(W ; G) = 0, every component of G contains an even number of
vertices in W . Thus it follows that η(∅, ∅) = −q(∅, ∅) = 0. Let S and T
be disjoint subsets of V (G) such that S ∪ T �= ∅. If T �= ∅, then since
−g(x) ≥ 2N is sufficiently large, we have

η(S, T ) =
∑
x∈S

f(x) +
∑
x∈T

(degG(x) − g(x)) − eG(S, T ) − q(S, T ) ≥ 0.

Hence we may assume that T = ∅. Then q(S, ∅) = odd(W ; G − S) and thus

η(S, ∅) =
∑
x∈S

f(x) − q(S, ∅) = 2|S \ W | + |S ∩ W | − odd(W ; G− S) ≥ 0,

as desired. �

Theorem 5.3.4 ([76]) Let G be a simple graph and W be a vertex subset of
G. Then G has a set of vertex disjoint cycles that cover W (Figure 5.14) if
and only if for all disjoint subsets S ⊆ V (G) and T ⊆ W , it follows that

2|S| +
∑
x∈T

(degG(x) − 2) − eG(S, T ) − q3(S, T ) ≥ 0, (5.30)

where q3(S, T ) denotes the number of component C of G− (S ∪ T ) such that
eG(C, T ) ≡ 1 (mod 2).
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W

C

W
S

T

Figure 5.14: A set of vertex disjoint cycles that cover W ; A component C of
G − (S ∪ T ) counted in q3(S, T ).

Proof. Let N be a sufficiently large number, and define two functions
g, f : V (G) → Z by

g(x) =

{
2 if x ∈ W ,
−2N otherwise;

and f(x) = 2 for all x ∈ V (G).

Then G has a parity (g, f)-factor, (which may have degree 0 for some vertices
of V (G) \ W ,) if and only if G has the desired set of disjoint cycles. Thus it
suffices to show that (5.2) and (5.30) are equivalent for the two functions g
and f .

Suppose that (5.2) holds. Let S ⊆ V (G) and T ⊆ W such that S∩T = ∅.
Then by (5.2), we have

η(S, T ) = 2|S| +
∑
x∈T

(degG(x) − 2) − eG(S, T ) − q(S, T ) ≥ 0.

Moreover, every component D of G−(S∪T ) satisfying (5.3) satisfies eG(T, D) ≡
1 (mod 2). Thus q(S, T ) = q3(S, T ), and hence (5.30) holds.

Conversely, assume that (5.30) holds. It follows that η(∅, ∅) = −q(∅, ∅) =
0 since f(x) = 2 for all x ∈ V (G). Let S and T be disjoint subsets of V (G)
such that S ∪ T �= ∅. If T \ W �= ∅, then since −g(x) = 2N is sufficiently
large for x ∈ T \W , we have η(S, T ) ≥ 0. Thus we may assume that T ⊆ W .
It follows from f(x) = 2 that q(S, T ) = q3(S, T ). Hence by (5.30), we obtain

η(S, T ) = 2|S| +
∑
x∈T

(degG(x) − 2) − eG(S, T ) − q(S, T ) ≥ 0.

Therefore (5.2) holds. Consequently, the theorem is proved. �

Theorem 5.3.5 ([76]) Let G be a graph and W a set of vertices of G. Then
G has a set of vertex disjoint cycles and paths that cover W , all the vertices
of the cycles and all the inner vertices of the paths are contained in W , and
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all the endvertices of the paths are contained in V (G) \ W (Figure 5.15) if
and only if for all disjoint subsets S ⊆ V (G) and T ⊆ W , it follows that

|S \W |+ 2|S ∩W |+
∑
x∈T

(degG(x)− 2)− eG(S, T )− q4(W ; S, T ) ≥ 0, (5.31)

where q4(W ; S, T ) denotes the number of component C of G − (S ∪ T ) such
that V (C) ⊆ W and eG(T, C) ≡ 1 (mod 2).

W W

(a) (b)

Figure 5.15: (a) A set of vertex disjoint cycles and paths that have the properties
given in Theorem 5.3.5; (b) A [1, 3]-subgraph covering W .

Proof. Let N be a sufficiently large integer, and define two functions g, f :
V (G) → Z by

g(x) =

{
2 if x ∈ W ,
−N otherwise;

and f(x) =
{

2 if x ∈ W ,
1 otherwise.

Then G has a (g, f)-factor, (which may have degree 0 for some vertices of
V (G) \W ,) if and only if G has the desired set of cycles and paths. Hence it
suffices to show that (5.31) and (3.1) in the (g, f)-Factor Theorem 3.1.1 are
equivalent.

Suppose that (3.1) holds. Let S ⊆ V (G) and T ⊆ W such that S∩T = ∅.
Then

γ(S, T ) = |S \ W |+ 2|S ∩W |+
∑
x∈T

(degG(x) − 2)− eG(S, T )− q∗(S, T ) ≥ 0.

Since every component D of G− (S ∪T ) counted in q∗(S, T ) satisfies f(x) =
g(x) for all x ∈ V (D) and

∑
x∈V (D) f(x) + eG(T, D) ≡ 1 (mod 2), we have

V (D) ⊆ W and q∗(S, T ) = q4(W ; S, T ). Hence (5.31) follows.
Conversely assume that (5.31) holds. It follows that γG(∅, ∅) = −q∗(∅, ∅) =

0 since g(x) < f(x) for all x ∈ V (G) \ W and f(y) = 2 for all y ∈ W . Let S
and T be disjoint subsets of V (G) such that S ∪ T �= ∅. If T \ W �= ∅, then
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γ(S, T ) ≥ 0 since −g(x) = N is sufficiently large for x ∈ T \W . Thus we may
assume that T ⊆ W . It follows immediately that q∗(S, T ) = q4(W ; S, T ), and
we obtain the following inequality from (5.31):

γ(S, T ) = |S \W |+ 2|S ∩W |+
∑
x∈T

(degG(x) − 2) − eG(S, T ) − q∗(S, T ) ≥ 0.

Therefore (5.31) and (3.1) are equivalent, and the theorem is proved. �

We finally consider the problem of covering a given vertex subset with
a [1, n]-subgraph, each of whose vertices has degree between 1 and n. The
condition for the existence of such a subgraph, which is given in the following
theorem, is a natural extension of the criterion for the existence of [1, n]-factor
as the 1-Factor Theorem is generalized to the theorem of a matching which
covers a given subset in a graph G.

Theorem 5.3.6 Let G be a simple graph, W a subset of V (G) and n ≥ 2
be an integer. Then G has a [1, n]-subgraph covering W (Figure 5.15) if and
only if

iso(G − S |W ) ≤ n|S| for all S ⊆ V (G), (5.32)

where iso(G − S |W ) denotes the number of isolated vertices of G − S con-
tained in W .

Proof. Suppose first G has a [1, n]-subgraph H which covers W . Then for
every isolated vertex v of G − S contained in W , H has at least one edge
joining v to S. Hence

iso(G − S |W ) ≤
∑
x∈S

degH(x) ≤ n|S|.

Next assume that (5.32) holds. Let N be a sufficiently large integer, and
define two functions g and f as follows:

g(x) =

{
1 if x ∈ W ,
−N otherwise;

and f(x) = n for all x ∈ V (G).

Then a (g, f)-factor of G is the desired subgraph. So it suffices to show that
G satisfies condition (3.1) in the (g, f)-Factor Theorem 3.1.1.

Let S and T be two disjoint subsets of V (G). If T \W �= ∅, then γ(S, T ) ≥
0 since −g(x) = N is sufficiently large for every x ∈ T \ W . Thus we may
assume that T ⊆ W . Note that q∗(S, T ) = 0 since g(x) < f(x) for all
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x ∈ V (G). Since degG−S(x) = 0 if and only if x is an isolated vertex of
G − S, we obtain the following from T ⊆ W and (5.32).

γ(S, T ) = n|S| +
∑
x∈T

(degG(x) − 1) − eG(S, T )

= n|S| +
∑
x∈T

(degG−S(x) − 1)

≥ n|S| − iso(G − S |W ) ≥ 0.

Therefore the theorem is proved. �

Exercise 5.3.1 Prove necessity in the Partial Parity (g, f)-Factor Theo-
rem 5.3.1 without using the Parity (g, f)-Factor Theorem 5.1.1

5.4 H-Factors

In this chapter we introduce more general degree factor, which is called an H-
factor, and give some remarks on it without proofs. For a vertex v of a graph
G, let Hv denote a non-empty subset of {0, 1, 2, 3, . . .}. Then a spanning
subgraph K of G is called an H-factor of G if

degK(x) ∈ Hx for all x ∈ V (G).

For a spanning subgraph F of G and for a vertex v of G, define

δ(H; F, v) = min{| degF (v) − i| ; i ∈ Hv},
and let

δ(H; F ) =
∑

x∈V (G)

δ(H; F, x).

So a spanning subgraph F is an H-factor if and only if δ(H; F ) = 0. The min-
imum δ(H; F ) among the spanning subgraphs F of G is denoted by δH(G),
i.e.,

δH(G) = min{δ(H; F ) | F are the spanning subgraphs of G.}
A spanning subgraph F is called H-optimal if

δ(H; F ) = δH(G).

The degree prescribed subgraph problem is to determine the value of
δH(G).
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An integer h is called a gap of Hv if h /∈ Hv but Hv contains an element
less than h and an element greater than h.

Lovász [101] gave a structural description on the degree prescribed sub-
graph problem in case Hv has no two consecutive gaps for all v ∈ V (G).
He showed that the problem is NP-complete without this restriction. The
first polynomial algorithm was given by Cornuéjols [34]. It is implicit in
Cornuéjols [34] that this algorithm implies a Gallai–Edmonds type structure
theorem for the degree prescribed subgraph problem (first stated in [135]),
which is similar to, but in some respects much more compact, than that of
Lovász.

Of course, for a function f : V (G) → {1, 3, 5, . . .}, if we define Hv =
{1, 3, . . . , f(v)} for every vertex v of G, then a (1, f)-odd factor is an H-factor.
Similarly, a (g, f)-factor and a parity (g, f)-factor are special H-factors. Thus
these results are generalizations of previous obtained results.
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193–220.
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